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9 M2M Resource Management and Procedures
9.1 Introduction
9.1.1 Usage of resources in a RESTful architecture
Editors note: The terms D/G/N CSE are still used as temprorary terms, to be refined when oneM2M equivalent terminology will be agreed
The procedures described below adopt a RESTful architecture style. This style governs how M2M Applications (DA, GA, NA) and/or M2M CSE are exchanging information with each other.. A RESTful architecture is about the transfer of representations of uniquely addressable resources. ETSI M2M standardized the resource structure that resides on a CSE.
In a very simplistic view, imagine that certain resources are buckets that can hold some application specific data. These buckets - as far as the scope of an M2M service layer is concerned - reside in the respective CSE. The buckets have certain properties and are structured as suggested in more detail in the subsequent clauses.

To illustrate a very basic use of this mediator function of the M2M CSE, a simple example shall be described here. An application (DA) on an M2M Device that is not always connected wants to send some data to another application (NA) on the network by means of the M2M CSE. DA would write data to a resource in the NCSE and NA would read that resource. If configured accordingly, the NA could also be notified by the NCSE upon the writing (update) of the resource by the DA, in order to facilitate synchronization between DA and NA. Figure 9.1 is meant to illustrate that process of the data flow and not the operation flow.
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Figure 9.1: Simple example for use of CSE resources to exchange data

When handling resources in a RESTful architecture, there are four basic methods - so called "verbs" - that could be applied to resources:

· CREATE: Create child resources.

· RETRIEVE: Read the content of the resource.

· UPDATE: Write the content of the resource.

· DELETE: Delete the resource.

These methods are referred to as the CRUD methods below. In addition to these basic methods in a RESTful architecture, it is often also useful to define verbs actions that might not directly map to one of the specific method. Moreover a definition of these particular verbs helps the readability of the present document if the verb is chosen appropriately. The additional verbs introduced are:

· NOTIFY: used to indicate the operation for reporting a notification about a change of a resource as a consequence of a subscription. This verb would either map to a response of a RETRIEVE method in case that the long polling mechanism is used, or to an UPDATE method in case that the asynchronous mechanism is used.

· EXECUTE: for executing a management command/task which is represented by a resource. This verb corresponds to an UPDATE method without any payload data.

9.1.2 Definitions
This clause provides definitions that are used for describing the resource procedures detailed in clauses 9.2 and 9.3.

Resource: is a uniquely addressable entity in the RESTful architecture. A resource has a representation that shall be transferred and manipulated with the verbs. A resource shall be addressed using a Universal Resource Identifier (URI).

Sub-Resource: also called child resource. It is a resource that has a containment relationship with the addressed (parent) resource. The parent resource representation contains references to the children. The lifetime of the sub-resource is linked to the parent's resource lifetime.

Attribute: is meta-data that provides properties associated with a resource representation.

Attribute-Type: attributes are distinguished by the following types:

	RW
	read/write by client

	RO
	Read-Only by client, set by the server

	WO
	Write-once, can be provided at creation,but cannot be changed anymore


Note that if an attribute is RW, it does not mean that the Issuer can set it to any value. Some values may be restricted by the Hosting CSE, e.g. due to policies. For example, an expiration time may be written by the Issuer, but it is treated as a suggestion by the Hosting CSE. The Hosting CSE is free to change (i.e. lower) the expiration time. If the Hosting CSE changes anything it shall send back a full representation of the resource as it is created, i.e. a success response with a body.
Issuer: is the actor performing a request. An issuer shall either be an Application or a CSE.

Announced Resource: the content of this resource refers to a resource hosted by the Hosting CSE (Master/original Resource). The purpose of this resource is to facilitate a discovery of the original resource, so that the issuer of the discovery does not have to contact all CSEs in order to find the resource. For detailed description about this resource, refer to clause 9.2.1.14.

Local CSE: The Local CSE is the CSE where an Application or a CSE shall register to. It is the first CSE that receives the request from the original issuer of the request (either an Application or a CSE):

· if the NA is the original issuer, the Local CSE is the NCSE;

· if the GA is the original issuer, the Local CSE is the GCSE;

· if the DA in a D device is the original issuer, the Local CSE is the DCSE;

· if the DA in a D' device is the original issuer, the Local CSE is the GCSE or the NCSE;

· if the DCSE in a D Device is the original issuer then the local CSE is the NCSE or the GCSE.

Hosting CSE: The CSE where the addressed (Master/original Resource) resource resides.

NOTE:
In some cases the hosting CSE also act as Local CSE, this is valid in case of a registration.

Announced-to CSE: a CSE that contains the announced resource (a resource could be announced to multiple CSEs).

Receiver: it represents the actor that receives a request from an issuer. A receiver shall be a CSE or an Application.

9.2 Resource structure
9.2.1 Types of resources to be used in a CSE
This clause introduces the main types of resource used in a CSE. Since all of these resources will have to be addressed in some way and since there are relationships between them (like a parent-child containment relationship), a hierarchical tree structure for modelling their structure and relationships is presented next is clause 9.2.3.

9.2.1.1 SclBase Resource
The cseBase resource shall contain all other resources of the hosting CSE. An cseBase resource is the root of all other resources it contains. The cseBase resource shall represent the first element of the path in an absolute URI, as per [65], representing a resource. All other resources hosted in the CSE shall also be identified by an absolute URI.
The authority part of the absolute URI, as per [64] and [65] shall be either an NCSE public domain name, a GCSE public domain name or a DCSE public domain name and shall conform to the following naming convention:

· NCSE public domain name: <NCSE Identifier>.<M2M Service provider domain name>
· GCSE public domain name: <GCSE Identifier>.<NCSE public domain name>
· DCSE public domain name: <DCSE Identifier>.<NCSE public domain name>
For example, a specific authority identifying a host could be http://gcseid1.ncse.m2m.myoperator.org/
An example of a URI identifier of a container resource hosted by this CSE could be "http://gcseid.cse.m2m.myoperator.org/some/arbtrary/base/containers/myExampleContainer".
9.2.1.2 CSE Resource
CSE resource shall represent an associated (remote) CSE that is authorized to interact with the hosting CSE. In order to be authorized to interact with the hosting CSE, the remote CSE has to go through a M2M service registration procedure. An CSE resource is created as a result of a successful registration of the remote CSE with its local CSE or vice-versa. CSE resource shall store context information about the registered CSEs. Registered CSE resource shall contain other resources as described in the tree structures in clause 9.2.3.4.

9.2.1.3 Application Resource
Application resource shall store information about the Application. Application resource is created as a result of successful registration of an Application with the local CSE. Applications shall only register to their local CSE.

9.2.1.4 AccessRight Resource
AccessRight resource shall store a representation of permissions. An accessRight resource is associated with resources that shall be accessible to entities external to the hosting CSE. Basically, they control "who" (permissionHolder) is allowed to do "what" (permissionFlag). Moreover, they can be used in the privacy protection.

9.2.1.5 Container Resource
Container resource is a generic resource that shall be used to exchange data between applications and/or CSEs by using the container as a mediator that takes care of buffering the data. Exchange of data between applications (e.g. on device and network side) is abstracted from the need to set up direct connections and allows for scenarios where both parties in the exchange are not online at the same time. 

9.2.1.6 LocationContainer Resource
A LocationContainer resource shall represent a container for the location information of a M2M entity (e.g. M2M Device/Gateway). The location information may be generated by a Device/Gateway application or provided by location server in the network domain.

9.2.1.7 Group Resource
Group resource shall be used to define and access groups of other resources.

For example, a group resource could be used to write the same content to a group of M2M container resources (this allows a DA to write the same data to many container resources in a NCSE. The data is only sent once to the NCSE, while letting the NCSE replicate it to different container resources. This is a more optimal use of the X/Y reference point).  When a group resource is a member of a second group resource, it can be referred as a sub-group of the second group resource.
9.2.1.8 Subscription Resource
Subscription resource shall be used to keep track of status of active subscription to its parent resource. A subscription represents a request from the Issuer to be notified about modifications on the parent resource. A subscription resource shall also be used as a timer to trigger other application actions: the subscriber is notified at the expiration time event receiving a timeout reason defined at the subscription resource creation.
9.2.1.9 M2MPoC Resource
The M2MPoC resource shall represent information maintained in the NCSE on how to reach a DCSE or GCSE via a specific access network. The device or gateway maintains this information in the NCSE by creating, updating, or deleting this resource when their point of attachment changes. In the case of Procedure 2 of Y’ reference point, the M2MPoC resource shall represent information maintained in the NCSE on how to reach another NCSE. The M2M system from the other service provider maintains this information in the NCSE by creating, updating, or deleting this resource when the point of attachment changes.
9.2.1.10 MgmtObj Resource
A MgmtObj resource holds the management data which represents a certain type of M2M remote entity management function. For a remote entity (i.e. M2M Device/Gateway) multiple mgmtObj resources may be created on NREM for different management purposes.

9.2.1.11 MgmtCmd Resource
A MgmtCmd resource shall be only used to model non-RESTful management commands, i.e. BBF TR-069 Remote Procedure Call (RPC) methods, as listed in Table 9.1. This resource represents the RPC methods in a RESTful manner. With such RESTful modelling, a MgmtCmd (i.e. a RPC) shall be triggered by an NA using the RESTful verb UPDATE. If supported by the specific BBF TR-069 procedure, a triggered MgmtCmd may be cancelled before it finishes by an NA using UPDATE verb or a DELETE verb.

Table 9.1: BBF TR-069 RPC to be modelled as MgmtCmd Resource

	BBF TR-069 RPC Methods
	Meaning

	FactoryReset
	Used by the ACS [10] to reset the CPE [10] to its factory default state.

	Reboot
	Used by the ACS to cause the CPE to reboot.

	Upload
	Used by the ACS to cause the CPE to upload a specified file to the designated location. It can be cancelled by BBF TR-069 CancelTransfer RPC.

	Download
	Used by the ACS to cause the CPE to download a specified file from the designated location. It can be cancelled by BBF TR-069 CancelTransfer RPC.

	ScheduleDownload
	Used by the ACS to cause the CPE to download a specified file from the designated location and apply it within either one or two specified time

Windows. It can be cancelled by BBF TR-069 CancelTransfer RPC.

	ScheduleInform
	Used by the ACS to request the CPE to schedule a one-time Inform method call sometime in the future.

	ChangeDUState
	Used by an ACS to trigger the explicit state transitions of Install, Update, and Uninstall for a Deployment Unit (DU), i.e. installing a new DU, updating an existing DU, or uninstalling an existing DU.
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9.2.1.13 AttachedDevice Resource
A AttachedDevice resource shall be used to represent each M2M D' device that is attached to a M2M Gateway. The resource lives only in the NCSE and it shall reside under the AttachedDevices resource of the corresponding M2M Gateway.

9.2.1.14 Announced Resource
An announced resource shall point to the original resource hosted in another CSE. The announced resource is an actual resource which consists of only a limited set of attributes, which are the searchStrings, the link to the original resource and the access right. The purpose of the announced resource is to facilitate a discovery of the original resource when querying the announced-to CSE, so that the issuer of the discovery does not have to contact all CSEs in order to find the resources. An announced resource itself shall only be visible when it is directly accessed via its full URI. During discovery a direct reference to the original resource shall be returned. Only locally created resources can be announced.

Removing an announced resource, for example due to deregistration of an CSE (which correspond to a removal of the parent SC L resource), does not remove the original resource, but does remove all the children of announced resource Reversely, when the original resource is removed, it is the responsibility of the original CSE, where the original resource is hosted, to remove the announced resource. If this is not done (e.g. because the original CSE is offline), the announcement resource shall be removed when it expires.

NOTE:
There are collections with:
1) only real resources;
2) a mix of real resources and announced resources;
3) only announced resources.

A resource of the same type (e.g. <application> resources) might have different content depending on where in the tree it is located.
9.2.1.15 NotificationChannel Resource
A NotificationChannel resource shall be used by non-server capable client to receive asynchronous notifications. The notification channel is prepared to handle several mechanisms on how to receive these asynchronous notifications. However, currently only one mechanism is fully specified, which is the so-called "long polling" mechanism. This method is based on the server not responding to requests until a notification needs to be sent (or until a timeout occurs).

9.2.1.16 Discovery Resource
A discovery resource shall be used to allow discovery. It is used to retrieve the list of URI of resources matching a discovery filter criteria. It does not represent a real resource in the sense that it does not have a representation and it shall never be cached.

9.2.1.17 



9.2.2 Common attributes
Many of the attributes of the resources described in the present document are common. Those attributes are described here once in order to avoid duplicating the description for every resource that contains it.

Attributes that are only used in one or two resource types are described only in the section for that resource.
In all tables representing resource attributes, each attribute name is followed by its “short name” in brackets that shall be used in XML resource representations to be transferred across reference points.
Table 9.2

	Name
	Description

	resourceType (rT)
	Resource type. URI of addressed resources are concatenation of resource name tokens assigned at creation time by the issuer without indication of resource type. The WO resourceType attribute stores in a two capital letters token the information usefeul for procedure processings, e.g. CO for <container>, CI for <contentInstance>.

	accessRightID (aRI)
	URI of an access rights resource. The permissions defined in the accessRight resource that is referenced determine who is allowed to access the resource containing this attribute for a specific purpose (retrieve, update, delete etc.).

If a resource type does not have an accessRightID attribute definition, then the accessRights for resources of that type are governed in a different way, for example, the accessRight associated with the parent may apply to a child resource that does not have an accessRightID attribute definition, or the permissions for access are fixed. Refer to the corresponding procedures to see how permissions are handled in these cases.

If a resource type does have an accessRightID attribute definition, but the (optional) accessRightID attribute is not set, or it is set to a value that does not correspond to an valid, existing, accessRight resource, or it refers to an accessRight resource that is not reachable (e.g. because it is located on a remote CSE that is offline or not reachable), then the system default access permissions shall apply.

The system default access permissions grant all permissions (i.e. the full set of permissionsFlags) to the following permission holders depending on the prefix of URI of the resource.

The permissionHolders for prefixes from most specific to least specific are as follows:

<cseBase>/ cse<cse>/ cse<cseAnnc>/ <applicationAnnc>: the hosting CSE, the CSE corresponding to the <cse> resource, the CSE corresponding to the <cseAnnc> resource and the Application corresponding to the <applicationAnnc> resource shall be the permissionHolders. (Applicable only for Procedure 2 as defined in clause 6.5)

<cseBase>/ cse<cse>/ cse<cseAnnc>: the hosting CSE, the CSE corresponding to the <cse> resource and the CSE corresponding to the <cseAnnc> resource shall be the permissionHolders (Applicable only for Procedure 2 as defined in clause 6.5)
<cseBase>/ cse<cse>/ <applicationAnnc>: the hosting CSE, the CSE corresponding to the <cse> resource and the Application corresponding to the <applicationAnnc> resource shall be the permissionHolders.
<cseBase>/ cse<cse>: the hosting CSE and the CSE corresponding to the <cse> resource shall be the permissionHolders.

<cseBase>/ <application>: the hosting CSE and the Application corresponding to the <application> resource shall be the permissionHolders.

<cseBase>: the hostingCSE shall be the permissionHolder.

	announceTo (aT)
	In a request on X or X, this is interpreted as the list of the CSEs that the CSE will try to announce to on behalf of the requestor. In responses, the list indicates the actual list of resources to which the resource is announced at the moment.

If this attribute is not provided in requests on the X or X, the local CSE will decide where the resource will be announced.

	creationTime (cT)
	Time of creation of the resource.

	expirationTime (eT)
	Absolute time after which the resource will be deleted by the hosting CSE. This attribute can be provided by the issuer, and in such a case it will be regarded as a hint to the hosting CSE on the lifetime of the resource. The hosting CSE can however decide on the real expirationTime. If the hosting CSE decides to change the expirationTime attribute value, this is communicated back to the issuer.
The lifetime of the resource can be extended by providing a new value for this attribute in an UPDATE verb. Or by deleting the attribute value, e.g. by not providing the attribute when doing a full UPDATE, in which case the hosting CSE can decide on a new value.

	filterCriteria (fC)
	This are criteria that filter the results. They can either be used in a GET (as query parameters) or in a subscribe.

	lastModifiedTime (mMT)
	Last modification time of a resource.

	link (lk)
	URI of the related remote resource. In an announced resources, this is the URI of the announcing resource. In an <cse> resource, this is the URI of the <cseBase> resource of the registered CSE.

	searchStrings (sS)
	Tokens used as keys for discovering resources.


9.2.3 Tree structure modelling relationship of different resource types
9.2.3.1 Overview
The present document uses a tree representation for describing how the different types of resources relate to each other. This is essential for deriving a meaningful way to navigate to the different resources and understand their use. The tree structure described in this clause does not mandate a physical implementation for data storage however the access to resources shall be done by traversing the tree and using resource links as per the tree structure described in the remaining of clause 9.2.3 and related subclauses. The structure described in this clause applies to all CSEs, i.e. the same structure applies to resources in the NCSE, the GCSE and the DCSE.

The following notations have been used in the present document:

· The notation <resourceName> means a placeholder for an identifier of a resource of a certain type. The actual name of the resource is not predetermined.

· The notation "attribute" denotes a placeholder for one or more fixed names. Attribute names and types are described in a table for each resource showing the resource structure.

· Without the delimiters < and > or "and", names appearing in boxes are literals for fixed resource names or attributes.

· Square boxes are used for resources and sub-resources. In order to be able to access sub-resources in a RESTful way, an Issuer shall access these resources directly, only by their references (URIs) which are part of the parent resource representation. The parent resource does not include the representation of its sub-resources, Any deviations from this rules are described in details through the present document.

· Rounded boxes are used for attributes of resources. In order to be able to address and access individual attributes, or parts of an attribute, in a RESTful way they shall be accessible in a way similar to as sub-resources. This is called partial addressing. The main difference is that the attributes are served as part of the containing resource (e.g. in case of http binding they do not have separate e-tag handling and modification times are not kept per attribute).

· Parent-Child relationship and multiplicity: The parent-child relationships are indicated by solid lines. At each end of a line an indicator for the number of valid elements of a parent/child is depicted. The symbol:

· "*" indicates any number from 0 to infinity.

· "k", "n", "m", etc. indicate a fixed but so far undefined number of elements. If a parent resource is deleted, the containment relation implies that all child-resource shall be deleted as well (recursively).

The following conventions are used throughout the document:

· All resource type names shall be in lower case, in case of composed name the subsequent words shall start with a capitol letter, for example "accessRight".

· All resources shall indicate an object and not an action or verb.

· 
· All attributes shall be in lower case. In case of composed name the separation between word is indicated by the using a capitol letter for the following word. For example "searchStrings".
· In resource tables, each attribute name is followed in brackets by its short name that shall be used in XML representations to be transferred across reference points.
· The value of “resourceType” attribute is a two capital letter token that uniquely identify the type of an addressed resource, it is provided in each resource table of the present specification document.
9.2.3.2 Resource <cseBase>
The <cseBase> resource in this tree shall be the root for all resources that are residing on the hosting CSE.
This CSE can be reached for registering remote CSEs and/or local Applications. The <cseBase> hosts and manages sub-resources. An CSE shall perform M2M procedures upon requests by other entities (other CSEs or Applications). Not all defined features may be supported by specific CSEs. For example; a DCSE or GCSE may not be server capable and/or publicly addressable. This implies that some resources may only be addressed locally and not from a remote CSE. A <cseBase>-resource shall be addressed by an URI.

The <cseBase> resource may contain attributes that describe the hosting CSE.

Regardless of the accessRight, the <cseBase> resource shall not be created or deleted via the RESTful API. The <cseBase> is managed outside the scope of the API. However, it may be modified and read via the API by entities that have the correct authorization, as defined by the accessRight identified by the accessRightID attribute in the <cseBase> resource.

csecse
Resources created directly in a child collection of <cseBase> resource live as long as the <cseBase> lives, and this gives the resource the possibility to outlive its creator. The creator can either be a local or remote to the <cseBase>.

Resources created in the child collection of a <cse> resource on a remote <cseBase> resource live as long as the <cse> resource is available. They will be removed at deregistration of the CSE.
Resources created in the child collection of the <application> resource or a local application will live as long as the local <application> resource is available. They will be removed at deregistration of the application.



[image: image2]
Figure 9.2: Structure of <cseBase>-resources

The <cseBase> shall contain the sub resources based on the multiplicity indicated in Table 9.3.

Table 9.3

	subResource
	Multiplicity
	Description

	<csecse>
	0..n
	<cse> resources each representing a remote CSEs with which the hosting CSE is registered to or that is registered with the hosting CSE.cseCSE

	<application>
	0..n
	<application> resources which are registered the hosting CSE represented by the <cseBase> resource.


	<container>
	0..n
	<container> resources that do not have a containment relation with a specific remote entity (Application or CSE).

	<locationContainer>
	0..n
	<locationContainer> resources that do not have a containment relation with a specific remote entity (Application or CSE).

	<group>
	0..n
	<group> resources that do not have a containment relation with a specific remote entity (Application or CSE). See clause 9.2.3.13.

	<accessRight>
	0..n
	<accessRight> resources that do not have a containment relation with a specific remote entity (Application or CSE). See clause 9.2.3.6

	<subscription>
	0..n
	Active subscriptions for the <cseBase> resource. See clause 9.3.2.16.

	discovery
	1
	Resource used for resource discovery. 


The <cseBase> shall contain the attributes that are tagged M (Mandatory) in Table 9.4. The <cseBase> resource may also contain attributes that are tagged O (Optional) in Table 9.4.

Table 9.4

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “SB” for <cseBase> resource.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. The default may be set by the system at creation.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes. This attribute is only applicable on the registered-to CSE's <cseBase> resource.

These searchStrings can be used by the registering CSE when creating a <cse> resource representing the registered-to CSE.

This allows the registered-to CSE to be discovered using search strings when the discovery procedure is executed on the discovery resource in the registering CSE.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	aPocHandling (aH)
	O
	RW
	The aPocHandling attribute controls how CSE retargeting shall be performed. It can have two value; SHALLOW or DEEP. 
SHALLOW means that only exact or shallow prefix matches (1 level deep) to elements in the aPoCPaths attribute are retargeted, 
DEEP means that any prefix match will result in retargeting. See [9.3.2.21] for details

If the aPocHandling attribute is not present, the CSE shall act the same as if the value was SHALLOW.

This attribute shall only be modified as part of the cse registration procedure (see [create <cse>) or, in case cseBase resource represents a GCSE or DCSE, it can be modified by an NCSE with which the GCSE or DCSE is registered.

	publicDomain (pD)
	O
	RO
	This attribute contains the public Domain name of the NCSE. The registered NCSE is a sub-domain in this  publicDomain and for which an A or AAAA record is defined in the public/private DNS, subject to policies.

If the publicDomain attribute is present it indicates that the M2M Service Provider has made all resources in its domain publicly available.
If the publicDomain attribute is not available in the NCSE, then all registered CSEs with the NCSE cannot be publicly accessible as a consequence of that.

The value of this attribute is created according to the rule described in clause 9.3.2.23.1
Note: this attribute is only applicable for inter-M2M service provider communication for the lookup-based approach without NCSE to NCSE Registration.
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9.2.3.4 Resource <cse>
An <cse> resource shall represent a remote CSE that is registered to the containing <cseBase>. This means that each remote CSE that is registered with the <cseBase> shall be represented by an <cse> resource in that <cseBase> (the registered remote CSE).

Conversely, each registered to CSE shall also be represented as a sub-set <cse> resource in the registering CSE's <cseBase>.

For example, when CSE1 registers with CSE2, there will be two <cse> resources created, one in CSE1, <cseBase1>/ cse<cse2> and one in CSE2: <cseBase2>/ cse<cse1>.
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Figure 9.4: Structure of <cse> resource

The <cse> resource shall contain the sub-resources with the indicated multiplicity in Table 9.7.

Table 9.7

	subResource
	Multiplicity
	Description

	<container>
	0..n
	Local <container> resources created by an CSE or Application.

	<containerAnnc>
	0..n
	Announced here <containerAnnc> resources created by a remote CSE or Application.

	<locationContainer>
	0..n
	Local <locationContainer> resources created by an CSE or Application.CSE

	<locationContainerAnnc>
	0..n
	Announced here <locationContainerAnnc> resources created by a remote CSE or Application.

	<application>
	0..n
	Local <application> resources created by an CSE or Applications.

	<applicationAnnc>
	0..n
	Announced here <applicationAnnc> resources representing remote.

	<accessRight>
	0..n
	See clause 9.2.3.6. Local <accessRight> resources.

	<subscription>
	0..n
	See clause 9.3.2.16.  Local <subscription> resources.

	<mgmtObj>
	0..n
	Local <mgmtObj> resources.

This is only applicable for <cse> resource hosted on the NCSE.

	<notificationChannel>
	0..n
	Notification channels for use by the registered <cse>.

	<m2mPoc>
	0..n
	Contacts that can be used to reach the CSE for M2M REST traffic, i.e. in-band points of contact.

Note that the m2mPoc does not play any role in the communication from registering CSE to registered-to CSE. It is assumed that registering CSE is configured or has discovered a remote/registered-to CSE and in doing so became aware of its IP-address or FQDN. This address will be used for all communication from registering/registered to register CSE. However, for the register CSE to contact the registered CSE, the m2mPocs information will be used.
Only the applicable in the NCSE's <cseBase>.

	<attachedDevice>
	0..n
	<attachedDevice> resources of the D' (or d) type devices attached to the M2M Gateway (or D device) represented by the <cse>. This sub-resource shall only appear in the G (or D) <cse> registered in an NCSE resource tree.

	<cseAnnc>
	0..n
	<cseAnnc> resources. The collection is used for CSE resources announced over the Y’ reference point for inter-domain communication. 


cse

The <cse> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.8. The <cse> resource may also contain attributes that are tagged O (Optional) in Table 9.8.

Table 9.8

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “SC” for <cse> resource.

	pocs (p)
	M
	RW
	List of zero or more points of contact that can be used for out-of-band communication with an CSE.

This is only applicable for <cse> resources hosted on the NCSE, i.e. for <cse> resources that represent a registered DCSE or GCSE.

For <cse> resource hosted on the DCSE or GCSE, and therefore representing the NCSE, the value of the pocs is always the empty collection.

	remTriggerAddr (rTA)
	O
	RW
	Contains the "triggering address" of the remote entity represented by the M2M Device's or Gateway's <cse> registered resource with a hosting network <cseBase> for management purpose. It shall not be present in any registered network <cse> hosted in a DCSE or GCSE. 

This attribute may be provided during the <cse> registration procedure or by other provisioning means including pre-configuration or bootstrapping.

The format of this attribute shall be a URI as specified by existing management protocols (e.g. a WAP/SIP/HTTP Push URI in OMA-DM[6], a HTTP URI in BBF TR-069[10]).

For network-initiated management procedures, the NCSE shall send a triggering message (e.g. OMA-DM Notification[6], BBF TR-069 Connection Request [10]) to this address to request the remote entity to setup a management session with the NCSE.

	onlineStatus (oS)
	M
	RO
	Indicates if the CSE is reachable for M2M REST traffic.

For <cse> resource hosted on the NCSE, the value is set as described below.

The status is set by the hosting CSE based on the provided m2mPoc information and/or long polling activity.

If the <cse> resource contains at least one active (online) m2mPoc, then the onlineStatus of that CSE resource shall be set to ONLINE.

If the <cse> resource is currently involved in long-polling, the online status of that CSE resource shall be set to be ONLINE.

If there are no m2mPocs defined or if all m2mPocs are marked as OFFLINE and no long-polling is ongoing, then the onlineStatus of that CSE shall be set to OFFLINE.

If there are m2mPocs, and all of them are marked as NOT_REACHABLE, the onlineStatus of the CSE shall be set to NOT_REACHABLE to indicate that the CSE cannot be reached using any of the m2mPocs. NOT_REACHABLE can be regarded as a sub-state of ONLINE.
For an <cse> resource hosted on a G/DCSE the value shall be ONLINE

	serverCapability (sC)
	M
	RO
	When set to TRUE it means that this CSE could try to issue connections towards the registered CSE.

This attribute is always set to TRUE for <cse> resources hosted on the DCSE or GCSE, i.e. for <cse> resources representing an NCSE (i.e. the registered-to CSE).

For <cse> resource hosted on the NCSE, the value of serverCapability is set to TRUE only if there are m2mPocs available.

	link (lk)
	M
	WO
	The URI of the <cseBase> of the remote CSE.

	schedule (sh)
	O
	RW
	Represents the connection schedule of the remote / registered CSE. This is provided for information purposes only. The present document does not mandate any specific handling associated with the schedule.

Only applicable for registered CSEs, i.e. only in the NCSE's <cseBase> resource tree.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes. This represents the expiration time of the registration. If the CSE does not refresh its registration before that time the resource is deleted.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	locTargetDevice (tTD)
	O
	RW
	The device address to be used for retrieving the location information of the M2M Device or Gateway which is represented by this <cse>.

Only present for <cse> resource hosted on the NCSE.

This attribute is only used in the case that the location information is provided by a network-based location server (e.g. a 3GPP location server). It will be provided to the location server by the hosting CSE (i.e. NTOE) for the location information retrieval.

The format of this attributed shall conform to the interface provided by the location server (e.g. MSISDN for a 3GPP location server).

	mgmtProtocolType (mPT)
	O
	RW
	It is defined and used to store the management protocol that this <cse> supports. 

Only applicable for <cse> resource hosted on the NCSE.

An M2M Device (or a M2M Gateway) shall indicate the mgmtProtocolType they support during the procedures such as CSE Registration, Update CSE Registration, and normal RESTful Update of this attribute.

	integrityValResults (iVR)
	O
	RW
	Indicates the signed Integrity Validation results for the registering CSE.

This attribute is optional and relates only to D/GCSE since Integrity Validation is not performed on the NCSE.

	aPocHandling (aPH)
	O
	RO
	The aPocHandling attribute as received during cse registration is the basis for aPocHandling attribute that is set on the <cseBase> resource, which in turn controls the CSE retargeting behaviour.

	cseType (cseT)
	M
	WO (Write Once)
	This attribute indicates the CSE type: NCSE, GCSE, DCSE. 

	announceTo (aT)
	O
	RW
	See clause 9.2.2 Common attributes. This shall be used to announce <cse> over Y’ reference point. This shall be mandatory and applicable only in Procedure 2 as per Section 6.5


The link attribute is used for routing purposes in the NCSE. If a URI is addressed which is a subordinate URI of the one of the links in a registered CSE or any of <cseAnnc> resource, then the hosting CSE (i.e. the NCSE) shall route the request based on the m2mPoc information provided for the registered CSE. In the case the URI addressed is a subordinate URI of the link of a <cseAnnc> resource, the m2mPoc information provided by the parent resource of cseAnncs resource which the <cseAnnc> resource belongs to shall be used to route the request. 
The algorithm for this is follows:

· The hosting CSE shall select which of the <m2mPoc> resources marked as ONLINE or NOT_REACHABLE shall be used. The selection logic could depend on the indicated RCAT (see clause 9.3.1.5), time of day, cost criteria, location etc. Not reachable m2mPocs typically would get a lower priority in this selection process. The present document does not specify how the selection of the m2mPoc is done.

· The contactInformation from the selected <m2mPoc> resource shall be used to obtain a host and port. The contactInformation either directly contains the host and port or contains information that can be used to derive the host and port information.

· The request is routed based on the resolved host and port.

· If the hosting CSE detects that the constructed URI is not reachable, the hosting CSE shall set the onlineStatus of that selected <m2mPoc> resource to NOT_REACHABLE. This might lead to a change of the onlineStatus of the <cse> resource as described above. The hosting CSE shall then repeat the process using the remainder of the <m2mPoc> resources.

If all of the <m2mPoc> resources are OFFLINE, if none of them could be reached, or if the m2mPocs collection is empty, then the hosting CSE shall buffer the request for a maximum duration as indicated by the TRPDT (see clause 9.3.1.5). In the mean time it may try to wakeup the CSE that is corresponds to the <cse> resource. If no connection becomes available before the TRPDT expires, then the hosting CSE shall send an error response to the request.

9.2.3.5 
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9.2.3.6 Resource <application>
This resource represents an application that is registered.


[image: image6]
Figure 9.6: Structure of <application> resource

The <application> resource shall contain the sub resources with the indicated multiplicity in Table 9.11.

Table 9.11

	subResource
	Multiplicity
	Description

	<container>
	0..n
	See clause 9.2.3.8Local containers typically created by the parent application.

	<containerAnnc>
	0..n
	Announced here container resources.

	<locationContainer>
	0..n
	Local location containers typically created by the parent application.

	<locationContainerAnnc>
	0..n
	Announced here location container resources.

	<group>
	0..n
	See clause 9.2.3.13Local groups typically created by the parent application.

	<groupAnnc>
	0..n
	Announced here group resources.

	<accessRight>
	0..n
	See clause 9.2.3.6Local <accessRight> resources typically created by the parent application.

	<accessRightAnnc>
	0..n
	Announced here access right resoruces.

	<subscription>
	0..n
	Local <subscription> resources.See clause 9.3.2.16.

	<notificationChannel>
	0..n
	See clause 9.2.3.23Notification channels for use by the registered application.


The <application> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.12. The <application> resource may also contain attributes that are tagged O (Optional) in Table 9.12.

Table 9.12

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “AP” for <application> resource.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes. This shall represent the expiration time of the registration. If the CSE does not refresh its registration before that time the resource is deleted and the application is de-registered.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	announceTo (aT)
	M
	RW
	See clause 9.2.2 Common attributes.

	aPoC (ac)
	O
	RW
	The Application Point of Contract is a URI that identifies how request are re-targeted.

	aPoCPaths (ap)
	O
	RW
	The aPocPaths, if present, is used to determine if a targetURI is to be re-targeted, by doing a prefix match against the elements in the path. Each path can optionally have an accessRightID associated with it, which, if present, is used for authorization purposes when doing the re-targeting. The accessRightID of the best matching path prefix is used for this purpose. The value of aPoCPaths is only relevant when the aPoC attribute is also present.

	locRequestor (lr)
	O
	RW
	The identity of the Application to be used for the content of privacy control when requesting the location information of a remote M2M Device or Gateway.

This attribute is only used in the case that the location information is provided by a network-based location server (e.g. a 3GPP location server). It will be provided to the location server if the content is required for the location information retrieval.

The format of this attributed shall conform to the interface provided by the location server (e.g. MSISDN for a 3GPP location server).

	referencePoint (rp)
	M
	RO
	Indicates the reference point used by the issuer to create the <application> resource. This value can be useful to know if the said resource represents a Network Application when equal to “X_REFERENCE_POINT” or a Device Application when equal to “X_REFERENCE_POINT”.




9.2.3.7 Resource <applicationAnnc>
This resource shall represent an active announcement of a registered application in another CSE. The <applicationAnnc> resource keeps a link to the original resource. That will also be the reference returned during discovery.


It shall be the responsibility of the announcing CSE to keep the accessRightID and the searchStrings in sync with the resource that is announced.

The following rules apply:

<cseBase1./ <app> announced on <cseBase2> as <cseBase2>/ cse<cse1>/ <app_Annc>
Where <cse1> is the resource created when <cseBase1> registered with <cseBase1>. The announcing CSE shall suggest the name of the announced resource as the concatenation of the name of the announcing resource with the suffix "Annc" i.e. <app>Annc. Or if the application resource name is "myApp", the announced resource shall be named "myAppAnnc".


[image: image7]
Figure 9.7: Structure of <applicationAnnc> resource

The <applicationAnnc> resource shall contain the sub with the indicated multiplicity in Table 9.13.

Table 9.13

	subResource
	Multiplicity
	Description

	<container>
	0..n
	See clause 9.2.3.8. Container resources.

	<containerAnnc>
	0..n
	Announced here container resources.

	<group>
	0..n
	See clause 9.2.3.13Group resources.

	<groupAnnc>
	0..n
	Announced here group resources.

	<accessRight>
	0..n
	See clause 9.2.3.6Access right resources.

	<accessRightAnnc>
	0..n
	Announced here access right resources.


The <applicationAnnc> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.14. The <applicationAnnc> resource may also contain attributes that are tagged O (Optional) in Table 9.14.

Table 9.14

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “AA” for <applicationAnnc> resource.

	Link (lk)
	M
	WO
	See clause 9.2.2 Common attributes. The reference to the resource that is announced here.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. Same as the accessRightID of the announced resource (indicated by the link).

	announceTo (aT)
	O
	RW
	See clause 9.2.2 Common attributes. This shall be used to announce <applicationAnnc> over Y’ reference point. This shall be used during inter-domain communication and is applicable only in Procedure 2 as per Section 6.5

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes. Same as the searchStrings of the announced resource (indicated by the link).

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.
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9.2.3.9 Resource <accessRight>
Access rights are defined as "white lists" or permissions, i.e. each permission defines "allowed" entities (defined in the permissionHolders) for certain access modes (permissionFlags). Sets of permissions are handled such that the resulting permissions for a group of permissions are the sum of the individual permissions. I.e. an action is permitted if it is permitted by some / any permission in the set.

By setting an accessRightID attribute on a resource, the permissions for accessing that resource are then defined by the permissions defined in the accessRight resource.


[image: image9]
Figure 9.9: Structure of <accessRight> resource

The <accessRight> resource shall contain the sub resources with the indicated multiplicity in Table 9.17.

Table 9.17

	subResource
	Multiplicity
	Description

	<subscription>
	1
	See clause 9.3.2.16.


The <accessRight> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.18. The <accessRight> resource may also contain attributes that are tagged O (Optional) in Table 9.18.

Table 9.18

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “AR” for <accessRight> resource.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	announceTo (aT)
	M
	RW
	See clause 9.2.2 Common attributes.

	permissions (ps)
	M
	RW
	The collection of permissions defined by this <accessRight>. These permissions are applied to resources referencing this accessRight resource using the accessRightID attribute.

	selfPermissions (sP)
	M
	RW
	Defines the collection of permissions for the <accessRight> resource itself.


The permissionFlags and the permissionHolders could then be generalised to actions (which might be granting access, but might also be more specific, like granting access to a subset, i.e. filtering part of the data). The permissionHolders could be generalised to conditions, which may include things like the identity of the requestor, everybody except specified identities, but it might also include time based conditions etc.

9.2.3.10 Resource <accessRightAnnc>
This resource shall represent an active announcement of an <accessRight> resource in another CSE. The <accessRightAnnc> resource keeps a link to the original resource. That will also be the reference returned during discovery.

It shall be the responsibility of the announcer to keep the accessRightID and the searchStrings attributes in sync with the resource that is announced.

The following rules apply:

<cseBase1>/ <accessRight> announced on <cseBase2> as <cseBase2>/ cse<cse1>/ <accessRightAnnc>.

<cseBase1>/ <app>/ <accessRight> announced on <cseBase2> as <cseBase2>/ cse<cse1>/ <appAnnc>/ <accessRightAnnc>.

Where <cse1> is the resource created when <cseBase1> registered with <cseBase1> and <appAnnc> is the announced resource for <app>.

The announcing CSE shall suggest the name of the announced resource as the concatenation of the name of the announcing resource with the suffix "Annc", i.e. <accessRight>Annc. Or if the <accessRight> resource name is "myAccessRight", the announced resource shall be named "myAccessRightAnnc". The hosting/announced-to CSE may not accept this name in case of name clashes with locally created accessRight resource. In such a case the announced-to CSE will allocate a different name and return this to the issuer.


[image: image10]
Figure 9.10: Structure of <accessRightAnnc> resource

The <accessRightAnnc> resource shall not contain the any sub resources:

The <accessRightAnnc> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.19. The <accessRightAnnc> resource may also contain attributes that are tagged O (Optional) in Table 9.19.

Table 9.19

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “RA” for <accessRightAnnc> resource.

	Link (lk)
	M
	WO
	See clause 9.2.2 Common attributes. The reference to the resource that is announced here.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. Same as the accessRightID of the announced resource (indicated by the link).

	announceTo (aT)
	O
	RW
	See clause 9.2.2 Common attributes. This shall be used to announce <accessRightAnnc> over Y’ reference point. This shall be used during inter-domain communication and is applicable only in Procedure 2 as per Section 6.5

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes. Same as the searchStrings of the announced resource (indicated by the link).

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.
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9.2.3.12 Resource <container>
The <container> resource represents a container for instances.

[image: image12]
Figure 9.12: Structure of <container> resource

The <container> resource shall contain the sub resources with the indicated multiplicity in Table 9.22.
Table 9.22

	subResource
	Mandatory/Optional
	Multiplicity
	Description

	<container>
	M
	0..n
	See clause 9.2.3.6<container> resources.

	<locationContainer>
	M
	0..n
	<locationContainers> resources.

	<contentInstance>
	M
	0..n
	See clause 9.2.3.12. Content instance resources.

	<subscription>
	M
	0..n
	See clause 9.3.2.16.Subscription resources.


The <container> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.23. The <container> resource may also contain attributes that are tagged O (Optional) in Table 9.23.

Table 9.23

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceTime
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “CO” for <container> resource.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (st)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	announceTo (aT)
	M
	RW
	See clause 9.2.2 Common attributes.

	maxNrOfInstances (mi)
	M
	RW
	Maximum number of instances of a <container> resource.

	maxByteSize (mb)
	M
	RW
	Maximum number of bytes that is allocated for a <container> resource for the overall instances.

	maxInstanceAge (ma)
	M
	RW
	Maximum age of instances of a <container> resource, the value is expressed in seconds.

	currentNrOfInstances (ni)
	M
	RO
	Current number of content instances of a <container> resource. It is limited by maxNrOfInstances.

	currentByteSize (nb)
	M
	RO
	Current number of bytes used for child content instance resources. It is limited by maxByteSize.

	Latest (lt)
	O
	RO
	Reference to latest instance, if present.

	Oldest (ot)
	O
	RO
	Reference to oldest instance, if present.


9.2.3.13 Resource <containerAnnc>
This resource shall represent an active announcement of a container in another CSE. The containerAnnc resource keeps a link to the original resource. That will also be the reference returned during discovery.

It shall be the responsibility of the announcer to keep the accessRightID and the searchStrings attribute in sync with the resource that is announced.

The following rules apply:

<cseBase1>/ <container> announced on <cseBase2> as <cseBase2>/ cse<cse1>/containers/<container>Annc.

<cseBase1>/ <app>/ <container> announced on <cseBase2> as <cseBase2>/ cse<cse1>/ <appAnnc>/ <containerAnnc>
Where <cse1> is the resource created when <cseBase1> registered with <cseBase1> and <appAnnc> is the announced resource for <app>.

The announcing CSE shall suggest the name of the announced resource as the concatenation of the name of the announcing resource with the suffix "Annc", i.e. <container>Annc. Or if the <container> resource name is "myContainer", the announced resource shall be named "myContainerAnnc". The hosting/announced-to CSE may not accept this name in case of name clashes with locally created <container> resource. In such a case the announced-to CSE will allocate a different name and return this to the issuer.
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Figure 9.13: Structure of <containerAnnc> resource

The <containerAnnc> resource shall not contain the any sub resources:

The <containerAnnc> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.24. The <containerAnnc> resource may also contain attributes that are tagged O (Optional) in Table 9.24.

Table 9.24

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “CA” for <containerAnnc> resource.

	Link (lk)
	M
	WO
	See clause 9.2.2 Common attributes. The reference to the resource that is announced here.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. Same as the accessRightID of the announced resource (indicated by the link).

	announceTo (aT)
	O
	RW
	See clause 9.2.2 Common attributes. This shall be used to announce <containerAnnc> over Y’ reference point. This shall be uUsed during inter-domain communication and is applicable only in Procedure 2 as per Section 6.5

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes. Same as the searchStrings of the announced resource (indicated by the link).

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.


9.2.3.14 Resource <locationContainer>
The location resource contains location information of a remote entity.

[image: image14]
Figure 9.14: Structure of <locationContainer> resource
The <locationContainer> resource shall contain the sub resources with the indicated multiplicity in Table 9.25.

Table 9.25

	subResource
	Mandatory/Optional
	Multiplicity
	Description

	<contentInstance>
	M
	0..n
	See clause 9.2.3.12 Content instance resources of location information of a remote entity.


	<subscription>
	M
	0..n
	See clause 9.3.2.16.Subscription resources.


The <locationContainer> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.26. The <locationContainer> resource may also contain attributes that are tagged O (Optional) in Table 9.26.

Table 9.26

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “LC” for <locationContainer> resource.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. Referencing to the accessRight resource which controls the privacy of the location information retrieval.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (sS)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	announceTo (aT)
	M
	RW
	See clause 9.2.2 Common attributes.

	maxNrOfInstances (mnoi
	M
	RW
	Maximum number of instances of a <container> resource.

	maxByteSize (mBS)
	M
	RW
	Maximum number of bytes that is allocated for a <container> resource for the overall instances.

	maxInstanceAge (X
	M
	RW
	Maximum age of instances of a <container> resource, the value is expressed in seconds.

	locationContainerType (lCT)
	M
	WO
	Indicates the source of the location information, i.e. whether it is application generated or location server based.

In the location server based case, a retrieval request addressing the <locationContainer> resource shall trigger the hosting CSE to retrieve the corresponding location information from a location server, using the information provided in the "locRequestor" attribute of the requesting <application> resource and the "locTargetDevice" attribute of the parent <cse> resource of this <locationContainer> resource.

	currentNrOfInstances(cNOI) 
	M
	RO
	Current number of content instances of a <locationContainer> resource. It is limited by maxNrOfInstances.

	currentByteSize (cBS)
	M
	RO
	Current number of bytes used for child content instance resources. It is limited by maxByteSize.

	Latest (lt)
	O
	RO
	Reference to latest instance, if present.

	oldest (ot)
	O
	RO
	Reference to oldest instance, if present.


9.2.3.15 Resource <locationContainerAnnc>
This resource shall represent an active announcement of a <locationContainer> resource in another CSE. The locationContainerAnnc resource keeps a link to the original resource. That will also be the reference returned during discovery.

It shall be the responsibility of the announcer to keep the accessRight and the searchStrings in sync with the resource that is announced.

The following rules apply:

<cseBase1>/ <app>/ <locationContainer> announced on <cseBase2> as <cseBase2>/ <cse1>/ <appAnnc>/ <locationContainerAnnc>.

Where <cse1> is the resource created when <cseBase1> registered with <cseBase1> and <appAnnc> is the announced resource for <app>.

The announcing CSE shall suggest the name of the announced resource as the concatenation of the name of the announcing resource with the suffix "Annc", i.e. <locationContainer>Annc. Or if the <locationContainer> resource name is "myLocationContainer", the announced resource shall be named "myLocationContainerAnnc". The hosting/announced-to CSE may not accept this name in case of name clashes with locally created <locationContainer> resource. In such a case the announced-to CSE will allocate a different name and return this to the issuer.
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Figure 9.15: Structure of <locationContainerAnnc> resource
The <locationContainerAnnc> resource shall not contain the any sub resources.
The <locationContainerAnnc> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.27. The <locationContainerAnnc> resource may also contain attributes that are tagged O (Optional) in Table 9.27.

Table 9.27

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “LA” for <locationContainerAnnc> resource.

	Link (lk)
	M
	WO
	See clause 9.2.2 Common attributes. The reference to the resource that is announced here.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. Same as the accessRightID of the announced resource (indicated by the link).

	announceTo (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. This shall be used to announce <locationContainerAnnc> over Y’ reference point. This shall be used during inter-domain communication. 

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes. Same as the searchStrings of the announced resource (indicated by the link).
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9.2.3.17 Resource <contentInstance>
The contentInstance resource represents a data instance in the container. The content of the instance is opaque to the M2M platform and it might even be encrypted. However, there is meta-data associated with an instance which shall be accessible.

Contrary to other resources, the <contentInstance> resource cannot be modified once created, regardless of the accessRightID associated with the parent resource. An instance may be deleted explicitly or it may be deleted by the platform based on policies. If the platform has policies for the instance retention these shall be represented by the attributes maxByteSize, maxNrOfInstances and/or maxInstanceAge on the <container> resource. If multiple policies are in effect, the strictest policy shall apply.


[image: image17]
Figure 9.17: Structure of <contentInstance> resource

The <contentInstance> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.30. The <contentInstance> resource may also contain attributes that are tagged O (Optional) in Table 9.30: <contentInstance> attributes.

Table 9.30

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “CI” for <contentInstance> resource.

	contentType (cT)
	O
	WO
	Optional type of the content included in the content attribute. This is media-type as defined in [Error! Reference source not found.].
Editors note: this is a placeholder for the reference to stage 3 document sections

	contentSize (cs)
	M
	WO
	Size in bytes of the content attribute.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	delayTolerance (dT)
	O
	WO
	The time before the addition of the containing <contentInstance> resource shall be notified to any subscribers.

	searchStrings (sS)
	O
	WO
	See clause 9.2.2 Common attributes.

	content (ct)
	M
	WO
	Real opaque content of an instance. This may for example be an image taken by a security camera, or a temperature measurement taken by a temperature sensor.
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9.2.3.19 Resource <group>
The group resource represents a group of resources of the same or mixed types. The <group> resource can be used to do bulk manipulations on the resources represented by the members. The group contains an attribute that represents the members of the group and a sub-resource (the membersContent) that allows verbs to be applied to the resources represented by those members.

When used as one of the permission holders in an accessRight resource, the group can be used to grant a collection of applications (represented by <application> resources) or CSEs (represented by <cseBase> resources) permissions for accessing (creating children, retrieving, etc.) a resource.


[image: image19]
Figure 9.19: Structure of <group> resource

The <group> resource shall contain the sub resources with the indicated multiplicity in Table 9.33.

Table 9.33

	subResource
	Multiplicity
	Description

	membersContent
	1
	See clause 9.2.3.15.

	subscriptions
	0..n
	See clause 9.3.2.16.


The <group> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.34. The <group> resource may also contain attributes that are tagged O (Optional) in Table 9.34.

Table 9.34

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “GP” for <group> resource.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	announceTo (aT)
	M
	RW
	See clause 9.2.2 Common attributes.

	memberType (mT
	M
	WO
	It is the type of the member resources of the group if all member resources (including the member resources in any sub-groups) are of the same type, otherwise, it’s a type of ‘mixed’.



	currentNrOfMembers (cNOM)
	M
	RO
	Current number of members in a group. It is limited by the maxNrOfMembers.

	maxNrOfMembers (mNOM)
	M
	RW
	Maximum number of members in the group.

	members (ms)
	M
	RW
	List of zero or more member URIs referred to in the remaining of this specification as memberID. Each URI (memberID) should refer to a member resource or a (sub-) group resource  of the group.

	membersContentAccessRightID (mCARI)
	O
	RW
	URI of the accessRight resource defining who is allowed to access the membersContent resource.

	memberTypeValidated (mTV)
	M
	RO
	Denotes if memberType of all member resources of the group has been validated.

	consistencyStrategy (cS)
	O
	WO
	The attribute determines how to deal with the <group> resource if the memberType validation fails.


9.2.3.20 Resource <groupAnnc>
This resource shall represent an active announcement of a group resource in another CSE. The groupAnnc resource keeps a link to the original resource. That will also be the reference returned during discovery.

It shall be the responsibility of the announcer to keep the accessRight and the searchStrings in sync with the resource that is announced.

The following rules apply:

<cseBase1>/ <group> announced on <cseBase2> as <cseBase2>/ cse<cse1>/ <groupAnnc>.

<cseBase1>/ <app>/ <group> announced on <cseBase2> as <cseBase2>/ cse<cse1>/ <appAnnc>/ <groupAnnc>.

Where <cse1> is the resource created when <cseBase1> registered with <cseBase1> and <appAnnc> is the announced resource for <app>.

The announcing CSE shall suggest the name of the announced resource as the concatenation of the name of the announcing resource with the suffix "Annc", i.e. <group>Annc. Or if the <group> resource name is "myGroup", the announced resource shall be named "myGroupAnnc". The hosting/announced-to CSE may not accept this name in case of name clashes with locally created group resource. In such a case the announced-to CSE will allocate a different name and return this to the issuer.


[image: image20]
Figure 9.20: Structure of <groupAnnc> resource

The <groupAnnc> resource shall not contain the any sub resources.

The <groupAnnc> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.35. The <groupAnnc> resource may also contain attributes that are tagged O (Optional) in Table 9.35.

Table 9.35

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “GA” for <groupAnnc> resource.

	Link (lk)
	M
	WO
	See clause 9.2.2 Common attributes. The reference to the resource that is announced here.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. Same as the accessRightID of the announced resource (indicated by the link).

	announceTo (aT)
	O
	RW
	See clause 9.2.2 Common attributes. This shall be used to announce <groupAnnc> over Y’ reference point. This shall be used during inter-domain communication and is applicable only in Procedure 2 as per Section 6.5

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes. Same as the searchStrings of the announced resource (indicated by the link).

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.


9.2.3.21 Resource membersContent
The members attribute of the <group> represents a collection of memberIds. Each memberId represents a reference to a resource. The membersContent represents the collection of resources identified by these memberIds. Any operation on the membersContent shall result in applying that operation on all the members in batch mode. The results of applying that operation to each member in the group shall be aggregated in one result that is returned to the requestor.

The membersContent resource does not have a resource representation by itself and consequently it does not have an accessRightID attribute. The accessRight resource used for access right validation is indicated by the membersContentAccessRightID attribute in the parent <group> resource.
The membersContent resource does not represent a real resource in the sense that its representation does not have an
e-tag.


[image: image21]
Figure 9.21: Structure of membersContent resource
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9.2.3.23 Resource <subscription>
A subscription resource shall represent an active (asynchronous) subscription to a resource. I.e. <resourceURI>/ <subscription> denotes an active subscription to the resource identified by the resourceURI.


The <subscription> resource does not have any accessRightID associated with it. The following permissions shall apply.

The subscriber (i.e. the entity that created the subscription) shall have READ, UPDATE, and DELETE permission.

The hosting CSE shall have READ, UPDATE, and DELETE permission.

To subscribe to a resource you create a <subscription> child resource. You will be notified about the change of the parent resource where the <subscription> is added when the resource is modified in a way that matches the specified filtercriteria in the subscription. In cases when the timeoutReason attribute is present, the <subscription> resource behaves as a timer; you will be notified at the expiration time event with the appropriate timeout reason defined at the resource creation in accordance with the expirationTime timeout value. The subscriber shall also notified (regardless of the filtercriteria) if the parent resource (the subscribed-to resource) is removed.


[image: image23]
Figure 9.23: Structure of <subscription> resource

The <subscription> resource shall not contain any sub resources.

The <subscription> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.37. The <subscription> resource may also contain attributes that are tagged O (Optional) in Table 9.37.

Table 9.37

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “SN” for <subscription> resource.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.

	minimalTimeBetweenNotifications (mTBN)
	O
	RW
	Minimal time between notifications in milliseconds.
Only one of minimalTimeBetweenNotifications and delayTolerance may be specified.

	delayTolerance (dT)
	O
	RW
	Minimal time between event and its notification.
Only one of minimalTimeBetweenNotifications and delayTolerance may be specified.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	filterCriteria (fC)
	O
	WO
	See clause 9.2.2 Common attributes. This attribute is write-once, which means that if the criteria change, the issuer shall create a new subscription and delete the old one.

	subscriptionType (sT)
	M
	RO
	Denotes whether it is a long polling or an asynchronous subscription.

	Contact (cct)
	M
	RW
	The URI where the subscriber wants to receive its notifications. This could be a URI of related to a notificationChannel resource, e.g. if the subscriber is not server capable (in the latter case the subscriptionType will be set to synchronous).

	aggregateURI (aU)
	O
	RO
	The group hosting CSE generated URI for aggregating the notifications.

	timeoutReason (tR)
	O
	RW
	The textual timeout reason to be sent to the notification receiving entity at the expiration time event.

	noRepresentation (nR)
	O
	RW
	If present and set to TRUE, then the representation base64 encoded attribute is omitted in <notify> resource.

	subscriberId (sI)
	M
	WO
	Creator of the <subscription> resource, i.e. requestingEntity of the CREATE <subscription> primitive.

Possible values are :

<cseBase>/ <cse>

<cseBase>/ <application>
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9.2.3.25 Resource <m2mPoc>
An <m2mPoc> Resource represents a possible way to establish a connection in order to reach resources on the <cseBase> corresponding to the containing <cse>.
The <m2mPoc> resource is not governed by the normal access right. Only the registering CSE shall be allowed to update the <m2mPoc> resource it created. Only the registering CSE and the hosting CSE shall be allowed to delete or retrieve <m2mPoc> resource. Also it is not possible to subscribe to this resource.


[image: image25]
Figure 9.25: Structure of <m2mPoc> resource

The <m2mPoc> resource shall not contain the any sub resources.

The <m2mPoc> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.40. The <m2mPoc> resource may also contain attributes that are tagged O (Optional) in Table 9.40.

Table 9.40

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “MP” for <m2mPoc> resource.

	contactInfo (ci)
	M
	RW
	Provides information used to obtain routing information for M2M communication.

It may be  ip-address and port information, it may be a FQDN, or it may be other information that the M2M SP can use to ask the network access provider for a ip-address.

	expirationTime (eT)
	M
	RW
	Clause 9.2.2 Common attributes This shall represent the expiration time of the m2mPoc resource. If the CSE does not refresh it is the m2mPoc before that time, the m2mPoc is removed. Removal of the m2mPoc may lead to a change of the online status to OFFLINE, see clause 9.2.3.4.

	onlineStatus (os)
	M
	RW
	This attribute indicates if the CSE can currently be reached using the contactInfo in this m2mPoc. The remote CSE can set this attribute to OFFLINE to indicate it cannot or does not want to be reached via this m2mPoc, and to ONLINE indicate it can be reached via this m2mPoc.

The remote CSE shall never set the value to NOT_REACHABLE.

The hosting CSE shall change the value from ONLINE to NOT_REACHABLE, if the hosting CSE detects that the remote CSE cannot be reached via this m2mPoc and it shall change the value from NOT_REACHABLE to ONLINE when the hosting CSE detects the CSE becomes reachable again via this m2mPoc.

The mechanism how the hosting CSE determines reachability status of the remote CSE is not defined in the present document. E.g. this may be based on a heartbeat mechanism or on information received from the accessNetwork provider. If the attribute is not provided is shall be set to ONLINE.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.
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9.2.3.27 Resource <mgmtObj>
The mgmtObj resource contains management data which represents individual M2M remote entity management functions. It represents a structured Management Object.


[image: image27]
Figure 9.27: Structure of <mgmtObj>
The <mgmtObj> resource shall contain the sub resources with the indicated multiplicity in Table 9.43.

Table 9.43

	subResource
	Multiplicity
	Description

	<parameters>
	0..unbounded
	Collects multiple parameters or attributes for management purpose. A <parameters> can have zero or more other <parameters> so as to form hierarchical structure, i.e. the management data for this specific <mgmtObj>. Such structure helps to import existing management objects as defined in OMA DM, BBF TR-069, or any other DM technology.
For each ETSI specific <mgmtObj> resource, the details of <parameters> (if any) are specified in annex B.

For any other <mgmtObj> resource using external data model, <parameters> may be partially or completely mapped from the MO data as specified by the corresponding DM technologies (e.g. OMA-DM, BBF).

	<subscription>
	0..n
	See clause 9.3.2.16.


The <mgmtObj> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.44. The <mgmtObj> resource may also contain attributes that are tagged O (Optional) in Table 9.44.

Table 9.44

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “MO” for <mgmtObj> resource.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.

	accessRightID (aRI)
	M
	RW
	See clause 9.2.2 Common attributes.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	moID (mI)
	M
	WO
	Contains a URN that uniquely identifies the MO data model used for this <mgmtObj> resource as well as the manage function and version it represents. This attribute shall be provided during the creation of the <mgmtObj> and shall not be modifiable afterwards.

It is mandatory for the <mgmtObj>, of which the data model is not specified by ETSI M2M but mapped from underlying existing data model specified in other device management protocols (e.g. OMA-DM, BBF TR-069).

For ETSI specific <mgmtObj> resource, this attribute is also mandatory, but the provided value may be ignored, since the MO data model and the management function /version can be determined by its reserved resource name.

	originalMO (oM)
	M
	WO
	Contains the local path of the original MO instance on the remote entity which is represented by the <mgmtObj> resource in the hosting .

This attribute shall be provided during the creation of the <mgmtObj>, so that the hosting CSE can correlate the created <mgmtObj> with the original MO instance on the remote entity for further REM operations. It shall not be modifiable after creation.

The format of this attribute shall be a local MO path in the form as specified by existing management protocols
(e.g. "./anyPath/Fw1" in OMA-DM, "Device.USBHosts.Host.3." in TR-069[10]).

	<moAttribute>
	O
	RW
	Each <moAttribute> is mapped from a leaf node of a MO tree (including ETSI M2M data mode and the existing management data models) based on the mapping rules below the table.

	description (dS)
	O
	RW
	the text-format description of mgmtObj.


When mapping an MO tree to a corresponding M2M <mgmtObj>, the follow rules shall apply:

· The root node of original MO tree (or sub-tree) maps to <mgmtObj>:

· The leaf nodes, if any, of the root node, maps to as the<moAttribute> attribute of the<mgmtObj> resource with the same name as the leaf node.

· An interior node of original MO tree maps to a <parameters> with the same name as the interior node.

· A leaf node of an interior node on the original MO tree maps to a<moAttribute> attribute with the same name as the leaf node.

9.2.3.28 Resource <parameters>

[image: image28]
Figure 9.28: Structure of <parameters>
The <parameters> resource shall contain the sub with the indicated multiplicity in Table 9.45.

Table 9.45

	subResource
	Multiplicity
	Description

	<parameters>
	0..unbounded
	See clause 9.2.3.19.

	<subscription>
	0..n
	See clause 9.3.2.16.


The <parameters> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.46. The <parameters> resource may also contain attributes that are tagged O (Optional) in Table 9.46.

Table 9.46

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “PM” for <parameters> resource.

	originalMO (om)
	O
	WO
	See clause 9.2.3.18.

	accessRightID (aRI)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	<moAttribute>
	O
	RW
	See clause 9.2.3.18.


9.2.3.29 Resource <mgmtCmd>
<mgmtCmd> resource models non-RESTful management commands or RPC in BBF TR-069. It enables that an M2M Network Application can request to execute a non-RESTful RPC on a remote entity or even cancel an initiated yet unfinished cancellable management command over X reference point in a RESTful manner.


[image: image29]
Figure 9.29: Structure of resource <mgmtCmd>
· <mgmtCmd> shall be placed as a sub-resource of mgmtObjs. Multiple <mgmtCmd> can appear as a
sub-resource of mgmtObjs. Each <mgmtCmd> corresponds to a specific type of management commands, as defined by its attribute cmdType. There might be multiple requests to the same <mgmtCmd>. As a result, <mgmtCmd> has a sub-resource execInstances to contain all execution instances of the <mgmtCmd>. <mgmtCmd> shall be triggered using UPDATE method to its attribute "execEnable".

· Figure 9.29 shows the structure of <mgmtCmd> resource. The commands shall contain the following
sub-resources.

Table 9.47

	subResource
	Mandatory/Optional
	Multiplicity
	Description

	<execInstance>
	M
	0..n
	Execution instances of the same <mgmtCmd>.

	<subscription>
	M
	0..n
	See clause 9.3.2.16.


· and the following attributes.

Table 9.48

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “MC” for <mgmtCmd> resource.

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.

	accessRightID (aRI)
	M
	RW
	See clause 9.2.2 Common attributes.

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	Description (dn)
	O
	RW
	the text-format description of this resource

	cmdType (cTy)
	M
	WO
	The type to identify the command
(e.g. urn:bbf:tr069:download).

	execReqArgs (eRA)
	O
	RW
	Structured attribute (e.g. abstract type) to contain any command-specific arguments of the request.

	execEnable (eE)
	M
	RO
	The attribute can be blank without any value or it can contain a URI that can be used to trigger execution of <mgmtCmd> using UPDATE method.
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9.2.3.31 Resource <execInstance>
· This resource represents an ongoing execution request instance, triggered by an M2M network application using UPDATE method to the attribute "execute" of <mgmtCmd>.

[image: image31]
Figure 9.31: Structure of resource <execInstance>

· Figure 9.31 shows the structure of resource <execInstance>. The <execInstance> resource shall contain the following sub-resources.

Table 9.51

	subResource
	Mandatory/Optional
	Multiplicity
	Description

	<subscription>
	M
	0..n
	See clause 9.3.2.16.


· and the following attributes.

Table 9.52

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “EI” for <execInstance> resource.

	expirationTime (eT)
	M
	RO
	See clause 9.2.2 Common attributes.

	accessRightID (aRI)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.

	execStatus (es)
	M
	RO
	The status of <execInstance>. It can be initiated, started, finished, cancelled, or deleted.

	execResult (er)
	M
	RO
	The execution result of <execInstance>.

	execDisable (ed)
	O
	RW
	The attribute is used to cancel <execInstance> using UPDATE method, Some BBF TR-069 RPCs such as Reboot cannot be cancelled and accordingly this attribute is optional.
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9.2.3.33 Resource <attachedDevice>
This type of resources is used to represent an M2M D' (or d) device that is attached to a M2M Gateway (or D device). It is a resource in the NCSE that shall reside under the AttachedDevices resource of the corresponding M2M Gateway (or D device).


[image: image33]
Figure 9.33: Structure of <attachedDevice> resource

The mgmtObjs resource shall contain the sub resources that are tagged M (Mandatory) with the indicated multiplicity in Table 9.55. The <attachedDevice> resource may also contain sub resources that are tagged O (Optional) with the indicated multiplicity in Table 9.55.

Table 9.55

	subResource
	Mandatory/Optional
	Multiplicity
	Description

	<mgmtObj>
	M
	1
	<mgmtObj> resources of an attached device represented by the parent <attachedDevice> resource.

	<subscription>
	M
	1
	See clause 9.3.2.16.


The attachedDevice resource shall contain the attributes that are tagged M (Mandatory) in Table 9.56. The attachedDevice resource may also contain attributes that are tagged O (Optional) in Table 9.56.

Table 9.56

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “AD” for <attachedDevice> resource.

	accessRightID (aRI)
	M
	RW
	See clause 9.2.2 Common attributes.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.
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9.2.3.35 Resource <notificationChannel>
The <notificationChannel> resource introduces a method for a non-server capable client to retrieve asynchronous notifications for which the client has subscribed. The notification channel is prepared to handle several mechanisms on how to receive these asynchronous notifications. However, currently only one mechanism is fully specified, which is the so-called "long polling" mechanism. This method is based on the server not responding to requests until a notification needs to be sent (or until a timeout occurs).

The notification channel resource has a contactURI which is used in subscriptions. In the case of long polling channeltype, the channelData contains another URI that is to be used for long polling. The notification channel links these two URIs together, such that notification that are received on the provided contactURI are returned as responses to long polling requests happening on the corresponding long polling URI.

See clause 9.3.2.2.26.6 for more details on long polling.

Currently, only the long polling channelType is defined and the channelData associated with this type.


[image: image35]
Figure 9.35: Structure of <notificationChannel> resource

The <subscription> resource shall not contain the any sub resources.

The <notificationChannel> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.59. The <notificationChannel> resource may also contain attributes that are tagged O (Optional) in Table 9.59.

Table 9.59

	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “NC” for <notificationChannel> resource.

	channelType (cTy)
	M
	RW
	The type of the notificationChannel. Currently only longPolling is supported.

	contactURI (cU)
	M
	RO
	The URI that is used in subscriptions.

	channelData (cD)
	M
	RO
	The data associated with the channel. The type of data may differ depending on the channelType.
For the longPolling channelType, the channelData includes a URI on which the client can do the long polling request in order to get the notifications that were sent to the contactURI.

	creationTime (cT)
	M
	RO
	See clause 9.2.2 Common attributes.

	lastModifiedTime (lMT)
	M
	RO
	See clause 9.2.2 Common attributes.


9.2.3.36 Resource discovery
The discovery resource shall be used to perform a discovery of resources matching specified filterCriteria under the <cseBase> and provide this result back to the issuer.

It does not represent a real resource in the sense that its representation does not have an e-tag.

The discovery resource does not have an accessRightID attribute. Every authenticated entity shall have READ permissions. However, the result that is returned to the issuer shall only contain URIs of resources for which the issuer has any permission (which could be limited to only DISCOVER permission).


[image: image36]
Figure 9.36: Structure of discovery resource
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9.2.3.39 Resource <cseAnnc>
This resource shall represent an active announcement of a registered cse in another domain (only for Procedure 2 as described in Section 6.5). The resource shall be used for Announce over Y’. The <cseAnnc> resource shall keep a link to the original resource. That will also be the reference returned during discovery. 
The <cseAnnc> resources contains sub-resources for <container>, <group>, <application>and <accessRight> resources. This allows the creation of these types of resources (container/locationContainer/group/application/accessRight) with a lifetime and scope that are linked to this announced resource. I.e. resource created as descendants of the announced resource will automatically be deleted when the CSE is de-announced or when the announcement expires.

It shall be the responsibility of the announcing CSE to keep the accessRightID and the searchStrings in sync with the resource that is announced.
The following rules apply:

<ncse1Base>/ <gcse1> announced to <ncse2Base> as <ncse2Base>/ <ncse1>/ cse<gcse1Annc>.


[image: image39]
Figure 9.39: Structure of <cseAnnc> resource

The <cseAnnc> resource shall contain the sub with the indicated multiplicity in Table 9.60.
Table 9.60
	subResource
	Multiplicity
	Description

	<containerAnnc>
	0..n
	See clause 9.2.3.8. containerAnnc resources.

	<groupAnnc>
	0..n
	See clause 9.2.3.13. groupAnnc resources.

	<applicationAnnc>
	0..n
	See clause 9.2.3.5. applicationAnnc resources. 

	<accessRightAnnc>
	0..n
	See clause 9.2.3.6. accessRightAnnc resources.


The <cseAnnc> resource shall contain the attributes that are tagged M (Mandatory) in Table 9.61. The <cseAnnc> resource may also contain attributes that are tagged O (Optional) in Table 9.61.

Table 9.61
	AttributeName
	Mandatory/Optional
	Type
	Description

	resourceType (rT)
	M
	WO
	See clause 9.2.2 Common attributes. Equal to “SA” for <cseAnnc> resource.

	Link (lk)
	M
	WO
	See clause 9.2.2 Common attributes. The reference to the resource that is announced here.

	accessRightID (aRI)
	O
	RW
	See clause 9.2.2 Common attributes. Same as the accessRightID of the announced resource (indicated by the link).

	searchStrings (sS)
	M
	RW
	See clause 9.2.2 Common attributes. Same as the searchStrings of the announced resource (indicated by the link).

	expirationTime (eT)
	M
	RW
	See clause 9.2.2 Common attributes.


9.3 Interface Procedures
9.3.1 General concept and procedures
9.3.1.1 General responses
The accepted responses for the X, Y and Y’ reference points are:

· Success: indicates to the issuer that the request is executed successfully by the CSE.

· Failure: indicates to the issuer that the request has not been executed successfully by the CSE.

Both success and failure indication may convey further information.

Detailed success and failure codes are provided in TS 102 921 [1].

In addition to the above mentioned responses, there is another response possible that indicates an Acknowledgement of the request. This indicates to the issuer that the request has been received by the CSE, but not yet executed. The success or failure of the request is later conveyed (either synchronously or asynchronously). See clause 9.3.1.4 for details. This response is not used in the subsequent clause 9.3.2.

9.3.1.2 General mechanisms
This clause describes the mechanisms that are used throughout the document for:

· Accessing resources that may be located in different CSEs.

· Synchronous and asynchronous response mechanism.

· Aggregation of requests to access remotely hosted resources by store-and-forward handling.
· Scheduling of polling requests and notifications
9.3.1.3 Accessing resources in CSEs
For all procedure described in the following clauses, the addressed resource can be stored in different CSEs. Table 9.60 describes the possible cases.

Table 9.60

	Name
	Description
	Figure

	no hop
	· The issuer is either an application or a CSE.

· The issuer accesses a resource, the local CSE and hosting CSE are the same entity.

· The CSE shall check the access rights for the resource.

· The CSE shall respond to the issuer accordingly, either with a successful response or with an error.
	Figure 9.37 for accessing a resource.

	1 hop
	· Issuer may only be an Application.

· The issuer accesses a resource.

· The Local and the hosting CSE are different.

· The Local CSE shall forward the request to the Hosting CSE, after an optional checking of access rights and syntax. 

· Then the hosting CSE after checking the access right shall respond with a successful or error response.
	Figure 9.38 for accessing a resource.

	2-hop
	· Issuer may be an application or a CSE.

· The issuer accesses a resource.

· The local CSE, intermediate CSE and the hosting CSE are different.

· The local CSE shall forward the request to an intermediate CSE (e.g. NCSE) that the local CSE registered with, if it cannot communicate with the hosting CSE directly. An optional checking of access rights and syntax can be performed prior to forwarding.

· The intermediate CSE shall forward the request to the hosting CSE. An optional checking of access rights and syntax can be performed prior to forwarding.

· The hosting CSE shall check the access rights and respond with an appropriate response.
	Figure 9.39 for accessing a resource.

	3-hop
	· Issuer may be an application or a CSE.

· The issuer accesses a resource.

· The local CSE, intermediate CSEs and the hosting CSE are different.

· The local CSE shall forward the request to an intermediate CSE (e.g. NCSE) that the local CSE registered with, if it cannot communicate with the hosting CSE directly. An optional checking of access rights and syntax can be performed prior to forwarding.
· The intermediate CSE shall forward the request to another intermediate CSE (e.g. another NCSE) that the intermediate CSE registered with, if it cannot communicate with the hosting CSE directly. An optional checking of access rights and syntax can be performed prior to forwarding.

· The intermediate CSE shall forward the request to the hosting CSE. An optional checking of access rights and syntax can be performed prior to forwarding.

· The hosting CSE shall check the access rights and respond with an appropriate response.
	Figure 9.39a for accessing a resource.


NOTE 1:
In case of group communication, a multi-hop case may also be supported as described in clause 9.3.2.17.

NOTE 2:
Security association is established hop-by-hop individually between NCSE and D/GCSE.
NOTE 3: The 3-hop case is used for Procedure 2 of Y’ reference point.
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Figure 9.37: Issuer accesses a resource in the Local CSE; no hop
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Figure 9.38: Application accesses resource in the hosting CSE; one hop
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Figure 9.39: Issuer accesses a resource in the hosting CSE; 2-hop
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Figure 9.39a: Issuer accesses a resource in the hosting CSE; 3-hop
The generic procedures on both the Local CSE and the Announced-to CSE are applicable to all the cases described in the following clauses.

9.3.1.4 Client-2-server and server-2-server communication
There are several mechanisms for reporting responses to a request issuer. These mechanisms are listed in Table 9.61.

Table 9.61

	Mechanism
	Description
	Issuer type (client/server)
	Receiver type (client/server)
	Figure number

	Client-2-Server

(Synchronous)
	the issuer sends a request and it shall receive the requested information directly in the response to the request
	· The issuer shall be a client.

· The issuer may also be server capable.


This is the most use mechanism, where the result of the request is sent in the same connection. 

· The issuer is blocked until the result is received.
	The receiver shall be a server
	Figures 9.40 and 9.41


Figures 9.43 and 9.44

	Client-2 -Server

(Semi-asynchronous)
	the issuer sends a request and it shall only get a confirmation that the request has been received and will be processed. 

The issuer shall be informed of the result of the request in one of the following ways:
	by actively fetching the information (short polling mechanism).
	· The issuer shall be a client.

· The issuer may also be server capable.

· This mechanism may not be very efficient due to the possible high signalling. However it may be useful in case that the receiver requires some computation and it might not be able to process the request in a short time.
	The receiver shall be a server
	Figures 9.40 and 9.42

	
	
	by actively polling for the information (long polling mechanism).

In this case the request shall contain an indication that the issuer is performing a long polling.
	· The issuer shall be a client.

· The issuer may also be server capable.

· This mechanism is mainly used for subscribing to changes of a resource when the issuer is not able to receive notification and therefore is mainly when the issuer is only a client.
	
	

	Server-2-Server

(Asynchronous)
	the issuer sends a request and it shall only get a confirmation that the request has been received and it will be processed. 

The result will be sent to the issuer with a new request coming from the receiver of the request.
	· The issuer shall be both client and server.
	The receiver shall be both client and server
	Figures 9.43 and 9.45


The following figures describe the mechanisms.

Client-2-Server

The issuer sends a request containing the needed parameters and a special parameter: "correlation_data" is used to uniquely identify the request within an interaction. (For an interaction is meant to identify all messages that are exchanged from the moment that an original request is sent and the final response is received), see Figure 9.40.
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Figure 9.40: Client-2-server mode Request

Then the receiver shall either sends an immediate response containing the results and the interaction is closed, see Figure 9.41.
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Figure 9.41: Client-2-server mode immediate Response

Or the receiver shall send an acknowledge indication of the request.

In this case the issuer, in order to get a response, shall send the original request to the receiver, containing the exact same data including the "correlation_data" (to let the receiver understand that this is an "old" request).

If the results are not available, the receiver shall send an acknowledgement again, otherwise it shall send a response and the interaction is closed. See Figure 9.42.

The interaction is also closed when the results are available on the receiver side, but the issuer does not send a request to get them in a predefined interval of time.

A request containing the same parameters and "correlation_data", for a previously closed interaction, shall be treated as a "new" request.
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Figure 9.42: Client-2-server mode delayed Response

NOTE:
The possible presence of a Load Balancing function between the client and the server is to be taken in account for polling mechanics.

The following considerations shall be taken in account in the mechanisms described above. 

The receiver may decide if the answer to a request shall be sent synchronously, with an immediate result (see
Figure 9.41) or if it shall only send an acknowledge indication (see Figure 9.42). Therefore the issuer shall be able to understand both types of responses.

If the receiver (server) sends only an acknowledge indication, it shall also provide to the issuer the minimum time to wait before re-sending the request. In this scenario, the client may also go off-line between request acknowledge and a new request.

It is up to the server to decide for how long the results shall be available before closing the interaction.

Server-2-server

The issuer shall send a request containing the needed parameters and two special parameters: "correlation_data" and "contact_server", see Figure 9.43. The request is very similar to the previous one depicted in Figure 9.40, however in this case the issuer provides the extra parameter for indicating the address (still in the issuer domain) where the results shall be sent.
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method_request_A(…, corr,  contact )  

Issuer   Receiver  


Figure 9.43: Server-2-server mode Request

Then the receiver shall either send an immediate response containing the results and the interaction is closed, see Figure 9.44. This response shall be exactly the same as the one indicated in Figure 9.41 for the same request.
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Figure 9.44: Server-2-server mode immediate Response

Or the receiver shall send an acknowledge indication to the request.

In this case the receiver shall send the results of the request to the issuer in a new method request. The new request is sent to the "contact_server" address received in the original request. The request shall contain the "correlation_data" (to let the receiver understand that this is the result to a previously sent request). The interaction is closed after the results are received by the original issuer.
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Figure 9.45: Server-2-server mode delayed Response

The issuer may send again the original request to the receiver, containing the same "correlation_data" and "contact_server" (to let the receiver understand this is re-transmission of an "old" request). If the results are not available because the previous request is still in progress, the server shall send an acknowledge indication, see
Figure 9.46.
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Figure 9.46: Server-2-server mode request re-issued

If the results are available and have not yet been successfully sent, the receiver shall send a response, see Figure 9.47. Note that between the acknowledge indication and the new request, the issuer could have been also off-line.
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Figure 9.47: Server-2-server mode request re-issued when on-line

If the results have been discarded because the receiver has already sent them or it has not been able to successfully send them for a predefined interval of time, it shall treat the request as a "new" one, see Figure 9.48.
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Figure 9.48: Server-2-server mode request re-issued when online

If the results have been already sent to the issuer the interaction is closed, therefore any request containing the same "correlation_data" and "contact_server" is considered as new request, see Figure 9.49.
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Figure 9.49: Server-2-server mode request re-issued after results are received

The following considerations shall be taken in account in the mechanisms described for the server-2 server communication. 

The receiver may decide if the answer to a request shall be sent synchronously, with an immediate result (see
Figure 9.44) or if it shall only send an acknowledge indication (see Figure 9.45). Therefore the issuer shall be able to understand both types of responses.

The "contact_server" may also go off-line, in this case the receiver must wait for it to be on-line in order to send the request with the results. However it is up to the receiver to decide how long to wait for a "contact_server" to be on-line before closing the interaction and discard the results.

9.3.1.5 Aggregation of requests to access remotely hosted resources by store-and-forward handling
9.3.1.5.1 General principle of store-and-forward handling for accessing remotely hosted resources
The following stage 2 description of store-and-forward handling applies to requests to access remotely hosted resources irrespective of whether the source of the request is on the network or M2M Device/Gateway side, i.e. it applies to requests issued by a NA or NCSE to access resources hosted on a D/GCSE as well as to requests issued by a D/GA or D/GCSE to access resources on a NCSE.

For each request to access remotely hosted resources - i.e. requests according to the one or more hop case explained in clause 9.3.1.3 - the request issuer may indicate a Tolerable Request Processing Delay Time (TRPDT) and/or a request category (RCAT).

The indication of TRPDT allows the local CSE that receives the request to delay forwarding of the request to the hosting CSE up to the time indicated by TRPDT - either as an absolute time or as a delay period - at the benefit of possibly aggregating more requests to the same hosting CSE. The amount of time that the local CSE actually waits with forwarding of the request shall be governed by policies but is limited by the TRPDTs of the pending requests. These policies are a result of a consolidation process (policy administration functions) on the NCSE. Both the M2M Service Provider and Access Network provider can supply policies in the NCSE defined for an application or for a CSE. Access network provider policy is mandatory. These policies are stored in the NCSE; the mechanism for provisioning these policies in the NCSE is out of scope of the present document. These policies may be specified on the application level, on the D/GCSE level or on the NCSE level. The NCSE shall consolidate these policies as follow:

· if present, use the application level policy; otherwise

· if present, use the D/GCSE level policy; otherwise

· use the NCSE level policy, which is the default policy.

The NCSE has the responsibility to consolidate policies from the M2M Service Provider and the Access Network providers. The NCSE shall then provision the consolidated policy into a D/GCSE by using either xREM procedures via Management Objects as defined in clauses 9.3.2.23 and B.1 under CSE Management via the resource "etsiSclMo" defined in clause B.2.1 or by mechanisms that are out of scope of the present document (e.g. pre-provisioning). The M2M Service Provider shall be authorized to provision the policies that govern the actual waiting time for aggregating requests.

The indication of RCAT allows the local CSE to block forwarding of requests to access remotely hosted resources if the CSE cannot establish connectivity using an appropriate access network for the given RCAT value, the given issuer, and (in case of NCSE) the given destination. The definition of when it is appropriate to use a specific access network and/or to attempt to establish connectivity for a given RCAT value (i.e. the schedule) shall be governed by policies. Such policies shall be provisioned into a D/GCSE by using either xREM procedures via Management Objects as defined in clauses 9.3.2.23 and B.1 under CSE Management via the resource "etsiSclMo" defined in clause B.2.1or mechanisms that are out of scope of the present document. The policies provisioned to the D/GCSE are a consolidated version of the policies provisioned on the NCSE as described above. In this process the NCSE may allocate a D/GCSE-specific schedule within the allowed schedule provisioned to the NCSE and provision this consolidated and down-selected schedule to each D/GCSE for congestion control.

Selection of a specific access network among those that are determindetermined to be appropriate at a given time, for a given RCAT, a given issuer, and a given destination (in case of NCSE processing the request), may depend on policies that consider cost, power consumption, available bandwidth etc. Such policies shall be provisioned by the NCSE into a D/GCSE after consolidation by using either xREM procedures via Management Objects as defined in clauses 9.3.2.23 and B.1 under CSE Management via the resource "etsiSclMo" defined in clause B.2.1 or by mechanisms that are out of scope of the present document.

The granularity of possible TRPDT values and the number of categories for RCAT values are specified in [1].
The local CSE that receives a request to access remotely hosted resources shall do local checking of the validity of the request to decide about the need to forward request or potentially return an early response. In case forwarding is needed, the local CSE shall then use store-and-forward (SAF) handling to possibly aggregate multiple requests and/or forward requests to the target CSEs when appropriate connectivity can be used. The behaviour of a local CSE following SAF handling is described in the following clauses.

9.3.1.5.2 Request issuer indicates no TRPDT and no RCAT
In case no TRPDT and no RCAT is indicated by the issuer of the request, default values for TRPDT and RCAT will be used and the behaviour of the local CSE shall be as described in clause 9.3.1.5.5 for the case that the issuer indicated a combination of TRPDT and RCAT. Policies on default values for TRPDT and RCAT shall be provisioned into a D/GCSE by using either xREM procedures via Management Objects as defined in clauses 9.3.2.23 and B.1 under CSE Management via the resource "etsiSclMo" defined in clause B.2.1 or by mechanisms that are out of scope of the present document (e.g. pre-provisioning). The M2M Service Provider shall be authorized to provision policies for default values for TRPDT and RCAT.

9.3.1.5.3 Request issuer indicates TRPDT only
In case only TRPDT is indicated by the issuer of the request, a default value for RCAT will be used and the behaviour of the local CSE shall be as described in clause 9.3.1.5.5 for the case that the issuer indicated a combination of TRPDT and RCAT.

9.3.1.5.4 Request issuer indicates RCAT only
In case only RCAT is indicated by the issuer of the request, a default value for TRPDT will be used and the behaviour of the local CSE shall be as described in clause 9.3.1.5.5 for the case that the issuer indicated a combination of TRPDT and RCAT.

9.3.1.5.5 Request issuer indicates a combination of TRPDT and RCAT
The behaviour of the local CSE that receives the request shall be as follows:

1)
If connectivity is already established at the time a request is issued to the local CSE and if one of the used access networks is determined to be appropriate for the given RCAT value and the given issuer and destination (in case NCSE processing the request), the local CSE shall select one of the appropriate access networks with already established connectivity and forward the request to the target CSE and deliver the response accordingly.

2)
If currently no connectivity is established, the local CSE shall check whether the request shall be forwarded immediately (TRPDT indicates now) or whether it may be forwarded at a later time (TRPDT indicates a later time).

3)
If the request shall be forwarded immediately, the local CSE will continue with forwarding the request without waiting for additional events and continues with step 6.

4)
The local CSE shall acknowledge the reception of the request as described in clause 9.3.1.4 for
semi-asynchronous (client-2-server) or asynchronous (server-to-server) communication mechanisms.

5)
The local CSE may wait with forwarding the request to the target CSE up to the time indicated by TRPDT.

6)
The local CSE shall check if establishment of connectivity via an access network that is appropriate for the given RCAT value of the request and the given issuer and destination (in case NCSE processing the request) is currently possible.

7)
If establishment of connectivity via an appropriate access network is currently not possible; and

a)
the delay limit given by TRPDT has not expired, the local CSE shall continue with step 5;

b)
the delay limit given by TRPDT has expired, the local CSE shall respond with a failure response to the issuer:

i)
according to the semi-asynchronous (client-2-server) or asynchronous (server-to-server) communication mechanisms described in clause 9.3.1.4 if the request was acknowledged in step 4;

ii)
according to the default response mechanism in case step 4 was skipped.

8)
If establishment of connectivity via an appropriate access network is possible, the CSE shall select one of the appropriate access networks, establish connectivity, initiate the connection(s) to the remote CSE(s), forward the aggregated request(s) in the order received and respond to the issuer(s) with the response(s) from the remote CSE(s):

a)
using the semi-asynchronous (client-2-server) or asynchronous (server-to-server) communication mechanisms described in clause 9.3.1.4 in case step 4 was executed for this request;

b)
using the default response mechanism in case step 4 was skipped.

9.3.1.5.6 Policies governing SAF handling
9.3.1.5.6.1
Policies that the access network provider is authorized to provision in the NCSE
The types of policies that a local CSE shall support when determining whether to attempt to use the access network of a specific access network provider in step 6 of clause 9.3.1.5.5 are as follows:

1)
Schedule of RCAT values versus time
The access network provider shall be authorized to provision information to the NCSE about when it is appropriate to forward requests of a given RCAT value. The resources that are used to provision such scheduling policies in case xREM procedures are used, is defined in clause B.2 as part of the resource "etsiSclMo" defined in clause B.2.1.

2)
Blocking of access attempts after failure to establish connectivity
The access network provider shall be authorized to provision information to the local CSE about a period of time over which attempts to establish connectivity over its access network are not appropriate after the previous attempt to establish connectivity over the corresponding access network has failed. The period of time to block attempts to establish connectivity can be a function of the number of consecutive previous attempts to establish connectivity over this access network. The resources that are used to provision such blocking policies in case xREM procedures are used, are defined in clause B.2 as part of the resource "etsiSclMo" defined in clause B.2.1.

Both types of policies can be provisioned to the NCSE either as application-specific policies(identified by an APP-ID and a CSE-ID) or as D/GCSE-specific (identified by a CSE-ID) or as default policies.

The support of policies is mandatory. The policies shall be applied, according to the following:

On the NCSE:

· if present the application-specific policies for the request issuer and the request destination CSE shall be used; otherwise

· if present, the D/GCSE-specific policies for request destination CSE shall be used; otherwise

· if present, default policies shall be used; otherwise

· the request is rejected.

On the D/GCSE the consolidated policies provisioned by the NCSE shall be used as follows:

· if present the application-specific policies for the request issuer shall be used; otherwise

· if present, default policies shall be used; otherwise

· the request is rejected.

9.3.1.5.6.2
Policies that the M2M Service Provider is authorized to provision

The types of policies that a local CSE shall support when determining whether to forward a request to target CSE(s) are as follows:

1)
Wait time as function of number of pending requests
The M2M Service Provider shall be authorized to provision information to the local CSE about how many pending requests of a given range of RCAT values are sufficient to continue after step 4 in clause 9.3.1.5.5. The ranges of RCAT values for different policies shall not overlap The resources that are used to provision policies for wait time as function of number of pending requests in case xREM procedures are used, are defined Editors’note:reference to be inserted.

2)
Wait time as function of amount of pending request data
The M2M Service Provider shall be authorized to provision information to the local CSE about a threshold of consumed storage in the local CSE that is needed to buffer data for pending requests of a given range of RCAT values that should trigger continuation after step 4 in clause 9.3.1.5.5. The ranges of RCAT values for different policies shall not overlap The resources that are used to provision policies for wait time as function of amount of pending request data in case xREM procedures are used, is defined in clause B.2 as part of the resource "etsiSclMo" defined in clause B.2.1.

3)
Selection among appropriate access networks
The M2M Service Provider shall be authorized to provision information to the local CSE about how to select an access network for making an attempt to establish connectivity among all appropriate access networks in step 1 and 8 in clause 9.3.1.5.5. Each of these policies shall define a ranking of preferable access networks for a given range of RCAT values. The ranges of RCAT values for different policies shall not overlap. The resources that are used to provision policies for selection among appropriate access networks in case xREM procedures are used, are defined in Editors’note:reference to be inserted.

4)
Default values for TRPDT and RCAT
The M2M Service Provider shall be authorized to provision information to the local CSE the default values to use in clause 9.3.1.5.5 for TRPDT and/or RCAT if they are not provided by the request issuer. These policies shall define which TRPDT value to use as a default value for a given RCAT value or which is the default RCAT value. The resources that are used to provision policies for default TRPDT and RCAT values in case xREM procedures are used, are defined in Editors’note:reference to be inserted.

These types of policies can be provisioned to the NCSE either as application-specific policies (identified by an APP-ID and a CSE-ID) or as D/GCSE-specific policies (identified by a CSE-ID) or as default policies.

The support of policies is mandatory. The policies shall be applied, according to the following:

On the NCSE:

· if present the application-specific policies for the request issuer and the request destination CSE shall be used; otherwise

· if present, the D/GCSE-specific policies for request destination CSE shall be used; otherwise

· if present, default policies shall be used; otherwise

· the request is rejected.

On the D/GCSE the consolidated policies provisioned by the NCSE shall be used as follows:

· if present the application-specific policies for the request issuer shall be used; otherwise

· if present, default policies shall be used; otherwise

· the request is rejected.

The relationship of who is authorized to set policies and how they affect the SAF handling is summarized in Figure 9.50.
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Figure 9.50: Policy types for SAF Handling
9.3.1.6 Scheduled polling requests and notifications
In case of retrieve requests, if the receiver can determine (either by heuristics or based on implementation dependent information) the time when the addressed resource could be next modified, the receiver should include this time in the response.

Based on this information, the issuer may send a new request on the schedule time. The interaction is closed after the results are returned from the receiver. Similarly, if an issuer subscribes to a resource, the notify message shall include an indication on when the next notification will most likely be sent if the subscribed-to resource can estimate that information

In both cases, the issuer of the request (either the polling request or the subscription request) can go offline until the next scheduled time.

In the subscribe/notify case, if the resource is modified ahead of the indicated schedule, a wakeup mechanism may be used to wake up the device or gateway where the issuer is located.

9.3.2 Procedure description
9.3.2.1 General
Each procedure described below consists of Create, Retrieve, Update and Delete. For Retrieve and Update procedures the Partial Addressing mechanism as described in clause 9.3.2.20 is applicable. Partial Addressing allows to Create, Retrieve, Update and Delete a single attribute (or part of an attribute). In the remaining of clause 9.3.2 each time a Retrieve and Update procedures is described it is assumed that Partial Addressing is applicable as per clause 9.3.2.20, unless specifically indicated otherwise.

9.3.2.2 Logical sequence of procedures
The following provides the logical sequence of procedures that shall be followed:

· Discovery of CSEs

NOTE:
CSE discovery is not covered in the present document.

· CSE management

· Application management

The following procedures may be performed in any sequence once the above procedures have been performed successfully:

· Access rights management

· Container management

· Group management

· Resource discovery

· 
· Subscription management

· Announce/De-announce

· Object Resource Management

When accessing the resources according to the above procedures, the following procedures give some options in the resource interaction:

· Selective resource retrieval: the extremely variable child resources information associated to parent resource can be selectively retrieved in many options coping to the capacity to receive it.

· Partial Addressing: allows addressing and manipulation of individual attributes or parts of attributes in a resource.

· Long Polling: gives an option for non-server capable clients to still receive asynchronous notifications.
Any procedures that are applicable on the Y reference point shall have established a secure connection as described in clause 8.5 on Y security.

9.3.2.3 Resource name allocation
For procedures that use the Create method to create a resource, there are two cases to be distinguished:

· Issuer does not provide a name: the CSE shall allocate a name and provide it in the Success response, except for the CSE.

· Issuer provides a name of the resource as part of the request: The hosting CSE shall use the suggested name for creating the resource if a resource with that name does not already exist. If the name already exists, the hosting CSE shall choose a name. This procedure is valid for all resources with the exception of the CSE and Application registration; see clauses 9.3.2.5 and 9.3.2.6 for more details.

9.3.2.4 Discovery of <cseBase>
It is assumed that the discovery of the <cseBase> is performed by means of configuration.

9.3.2.5 
9.3.2.5.1 

9.3.2.5.2 


9.3.2.5.3 
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9.3.2.6 CSE management
9.3.2.6.1 Introduction
This clause describes different procedures for managing registrations, de-registrations, updates and retrievals of the registration information associated with CSEs.

9.3.2.6.2 Create <cse> (Register CSE)
This procedure shall be used to register an CSE (Issuer-CSE) to another CSE (Hosting-CSE) in order to be able to interact with it. As described in clause 9.2.3.4, when an CSE registers to another CSE, two <cse> resources are created, one in the Issuer-CSE and one in the Hosting-CSE storing the information that each CSE needs to know about the other one.

The following provides the list of possible registrations:

· A DCSE registration to a NCSE. (over Y reference point)
· A GCSE registration to a NCSE. (over Y reference point)

· A NCSE registration to a NCSE (over Y’ reference point – Applicable only for Procedure 2 of Section 6.5)

The CSE-ID of the Issuer-CSE  shall be used as a name for the resource to be created. The CSE-ID and the cseBase of the Issuer-CSE have 1 to 1 relationship. If an Issuer-CSE requests to register more than once to the same Hosting-CSE, the request will be rejected.

The optional Integrity Validation for CSE management procedures are defined in annex C.

9.3.2.6.2.1 Register CSE over Y reference point

The registration procedure consists of the following steps:

Step 1. Issuer-CSE: shall request a registration to the Hosting-CSE by requesting the creation of a new <cse> resource using a CREATE verb. The request shall address the <cseBase>cse of the resource structure as described in clause 9.2.3.4. The Issuer-CSE shall provide a CSE-ID as a name of the new resource that will be created in the Hosting-CSE, it shall also provide the URI of the <cseBase> of the Issuer in the "link" attribute and it may also provide the values of the attributes associated to the resource.

Step 2. Hosting CSE: after ensuring that the Issuer-CSE has been authenticated, it shall verify that the CSE-ID does not already exist in the <cseBase> parent resource. If it exists, it shall reject the request returning an error. After ensuring the validity of the request and the attributes provided, a new <cse> resource structure with the CSE-ID shall be generated. The creation of the CSE resource shall always be allowed if the issuer was successfully authenticated. This is due to the fact that the CSE is not known prior to registration, therefore the accessRights associated to the <cseBase> parent resource does not contain a priori the permission for CSE that is being registered. 

If the M2M service provider supports inter-M2M service provider domain communication in accordance with the look-up based procedure without NCSE to NCSE registration, then optionally, and based on local policies, the Hosting NCSE ) may create the A or AAAA record in DNS with the public domain name of the Issuer-CSE (see clause 9.3.2.23.1) and the IP address of the NCSE..In the case of a successful response, the Receiver shall provide inside the response body the URI of the newly created resource.

Step 3. Issuer CSE: In the case it receives a successful response; it shall create a new local <cse> resource, using the CSE-ID of the Hosting CSE. The values of the attributes for the local <cse> resource shall be assigned using default values or requesting them to the Hosting-CSE. The "expirationTime" attribute, by default, shall be assigned to an infinite timer.
In addition the Issuer CSE shall also update its local <cseBase> resource attribute publicDomain.
Step 4. Issuer CSE: may request the value of "searchStrings" and “accessRightID” attributes from the Hosting-CSE by using RETRIEVE on the <cseBase> resource of the Hosting CSE. The values of this attributes is stored in the Hosting-CSE under the "searchStrings" and “accessRightID” attribute of the <cseBase> resource, as indicated in clause 9.2.3.2.
Step 5. Hosting CSE: after ensuring that the Issuer has the access rights to read the attributes of the <cseBase> resource, the Hosting-CSE shall respond to the Issuer providing the values of the requested attributes.

Step 6. Issuer CSE: In the case it receives a successful response; it shall update the values of the attributes of the local <cse> resource representing the Hosting CSE.
In order to keep the values of the "searchStrings" and “accessRightID” attributes synchronised, the Issuer-CSE may subscribe to changes in the values of these attributes in the <cseBase> resource of the Hosting-CSE.
Step 7. Issuer CSE: In case the issuer CSE received an aPocHandling attribute in the success response in step 2, it shall set the aPocHandling attribute of its local <cseBase> resource to the received value. If no aPocHandling attribute is received the issuer CSE can not know the value as decided by the NCSE, therefore, it shall set the aPocHandling attribute on its local <cseBase> resource to SHALLOW. The issuer CSE may execute a “retrieve <cse>” procedure to retrieve the aPocHandling value from <cse> resource created the hosting CSE. If the “retrieve <cse>” procedure succeeds, the issuer CSE may set the aPocHandling attribute on its local <cseBase> resource to the received value.
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Figure 9.51: Procedures for CSE registration over Y
Step 001:
The Issuer CSE shall send a CREATE request to the Hosting CSE. The CSE shall provide the name of the resource as indicated in Step 1 above.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to create the resource for the registration. The CSE includes the characteristics of the resource to be created. Characteristics can contain information like the expiration time. More details about the behaviour of the Hosting CSE are provided above in Step 2.
Step 002a:
This step is only executed if the M2M service provider supports inter-M2M service provider domain communication based on lookup without NCSE to NCSE registration. The Hosting-CSE will check if its attribute publicDomain exists, if so then it shall add an entry for the Issuer-CSE into the public/private DNS, if local policies permit. If included, the DNS entry will consist of the publicDomain of the Issuer-CSE and the IP address of the NCSE where the Issuer-CSE is registering. The NCSE shall construct the public domain name of the Issuer-CSE by adding the CSE-ID received from the registration request to the public domain name of the NCSE (stored in the attribute publicDomain of the <cseBase> resource of the NCSE) as per procedure 9.3.2.23.1
Step 003:
The Hosting CSE responds positively to the request.

Step 004:
The Issuer CSE shall update its local <cseBase> resource with the received value of the aPocHandling attribute or it shall set the value to SHALLOW in case no aPocHandling attribute is received. The issuer CSE shall create a resource representing the Hosting CSE. The Issuer CSE provides some default characteristics for the resource created. More details about the behaviour of the Issuer CSE are provided above in Step 3.

Step 005:
The Issuer CSE shall RETRIEVE the <cseBase> resource, in order to read the values for the attribute "searchStrings", “publicDomain” and “accessRightID” as indicated in Step 5 above.
NOTE: If the publicDomain attribute is set then the D/GCSE information domain information can be shared and is assumed to be pre-configured offline in other interested entities for the “Look-up Based Approach without NCSE to NCSE Registration”.
Step 006:
The Hosting CSE shall check if the Issuer is authorised to RETRIEVE the attribute "searchStrings" as indicated in Step 6 above in the procedure text.

Step 007:
The Hosting CSE responds positively to the request.

Step 008:
The Issuer CSE shall UPDATE the local resource representing the Hosting CSE with the values for the attribute "searchStrings" and “accessRightID” as indicated in Step 7 above.
Step 009:
Optionally the Issuer CSE may retrieve the <cse> resource that is created in Step 002. This is only needed in case the response received in step 003 does not contain any resource representation and the issuer CSE is interested in aPocHandling different from SHALLOW (which is the default). The only way for the issuer CSE to discover what aPocHandling is allowed by the NCSE, is to retrieve the <cse> resource.
Step 010:
The hosting CSE retrieves the <cse> resource
Step 011:
The Issuer CSE receives the <cse> resource and the sets the received aPocHandling attribute value on its local <cseBase> resource. This value is then later used during the cse retargeting procedures.
Step 012:
Optionally the Issuer subscribes to changes of the attributes “accessRightID”  and "searchStrings" for keeping the values synchronised. The Issuer provides some characteristics for the subscription.

Step 013:
The Hosting CSE shall check if the Issuer is authorised to create the resource for the subscription. The CSE includes the characteristics of the resource to be created. Characteristics can contain information like the expiration time.

Step 014:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The provided name already exists. The Hosting CSE responds with an error.

Step 002:
The provided characteristics are not acceptable by the Hosting CSE. The Hosting CSE responds with an error. The flow start all over with step 001, if the Issuer CSE provides new characteristics, otherwise the flow terminates here.

Step 006:
The Issuer is not authorised to retrieve the attributes. The Hosting CSE responds with an error.

Step 009:
The provided characteristics are not acceptable by the Hosting CSE. The Hosting CSE responds with an error.

Step 010:
The Issuer is not authorized to create the resource The Hosting CSE responds with an error.

Step 010:
The provided characteristics are not acceptable by the Hosting CSE. The Hosting CSE responds with an error.
9.3.2.6.2.2 Register NCSE over Y’ reference point for Inter-domain communication


The NCSE-NCSE registration procedure over Y’ consists of the following steps:

Step 1. Issuer-CSE: shall request a registration to the Hosting-CSE by requesting the creation of a new <cse> resource using a CREATE verb. The request shall address the <cseBase> parent resource of the resource structure as described in clause 9.2.3.4. The Issuer-CSE shall provide a CSE-ID as a name of the new resource that will be created in the Hosting-CSE, it shall also provide the URI of the <cseBase> of the Issuer in the "link" attribute and it may also provide the values of the attributes associated to the resource. The Issuer-CSE shall also indicate if NCSE-NCSE registration is requested.
Step 2. Hosting CSE: after ensuring that the Issuer-CSE has been authenticated, it shall verify that the CSE-ID does not already exist in the <cseBase> parent resource. If it exists, it shall reject the request returning an error. After ensuring the validity of the request and the attributes provided, a new <cse> resource structure with the CSE-ID shall be generated. The creation of the CSE resource shall always be allowed if the issuer was successfully authenticated. This is due to the fact that the CSE is not known prior to registration, therefore the accessRights associated to the <cseBase> parent resourcedoes not contain a priori the permission for CSE that is being registered. 

If these are successful, a successful response shall be sent to the Issuer.


Step 3. Issuer CSE: In the case it receives a successful response; if a NCSE-NCSE registration is indicated in Step 1, the Issuer CSE shall wait for the NCSE-NCSE registration request. 

Note that although the roles of Issuer and Hosting CSE are reversed, the original names are used in the following steps.

 Step 4. Hosting CSE: shall request a NCSE-NCSE registration to the Issuer-CSE by requesting the creation of a new <cse> resource using a CREATE verb. The request shall address the <cseBase>cse parent resource of the resource structure as described in clause 9.2.3.4. The Hosting-CSE shall provide a CSE-ID as a name of the new resource that will be created in the Issuer-CSE, it shall also provide the URI of its <cseBase> in the "link" attribute and it may also provide the values of the attributes associated to the resource. 

Step 5. Issuer CSE: after ensuring that the Hosting-CSE has been authenticated, it shall verify that the CSE-ID does not already exist in the <cseBase>cse parent resource. If it exists, it shall reject the request returning an error. After ensuring the validity of the request and the attributes provided, a new <cse> resource structure with the CSE-ID shall be generated. Initially, all the sub-resources defined as child of the <cse> Resource shall be created, in addition to initializing the resource attributes with the information initially provided by the hosting CSE. The sub-resources that shall be created are: containers, groups, applications, accessRights, m2mPocs and cseAnncs.

Step 6.Hosting CSE: In the case it receives a successful response, the NCSE-NCSE registration is complete. In case it receives an error response, Hosting CSE shall delete the <cse> resource created in Step 2.
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Figure 9.51a: Procedures for NCSE to NCSE registration over Y’ (for Inter-domain communication) 
Step 001:
The Issuer CSE shall send a CREATE request to the Receiver CSE. If the Issuer requests a NCSE-NCSE registration, it shall indicate in the request.  

Step 002:
The Receiver CSE shall check if the Issuer is authorised to create the resource for the registration. 

Step 003:
If step 002 is successful, the Receiver CSE shall create the CSE resource for the Issuer CSE. 

Step 004:
The Receiver CSE responds positively to the request. 
Step 005:
If a NCSE-NCSE registration is indicated in the above steps, the Issuer CSE shall wait for the NCSE-NCSE registration request. Note that although the roles of Issuer and Receiver are reversed, the original names are used in the figure and in the following descriptions. 
Step 006:
The Receiver CSE sends a NCSE-NCSE registration request. 

Step 007:
The Issuer CSE shall check if the Receiver is authorised to create the resource for the registration. 

Step 008:
If step 007 is successful, the Issuer CSE shall create the CSE resource for the Receiver CSE. 

Step 009:
The Issuer CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002-004:
The Issuer is not authorized to create the resource. The Hosting CSE responds with an error without executing step 003.

Step 002-004:
The provided characteristics are not acceptable by the Hosting CSE. The Hosting CSE responds with an error without executing step 003. The flow start all over with step 001, if the Issuer CSE provides new characteristics, otherwise the flow terminates here.

Step 007-009:
The Issuer is not authorized to create the resource. The Issuer CSE responds with an error without executing step 008. Upon receiving the Response, the Hosting CSE shall delete the resource it created in step 003. 

Step 007 - 009:
The provided characteristics are not acceptable by the Issuer CSE. The Issuer CSE responds with an error without executing step 008. Upon receiving the Response, the Hosting CSE shall delete the resource it created in step 003.

9.3.2.6.3 Retrieve <cse>
This procedure shall be used for retrieving any of the existing information stored in any of the attributes that compose an CSE resource. This procedure shall work in the same manner as the retrieval of any other resource. Alternatively, the issuer can request to retrieve only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: requests to retrieve any of the attributes of the existing CSE resource by using RETRIEVE. The request shall address the specific <CSE-ID> resource of the Hosting CSE.

The request addresses an <cse> resource as defined in clause 9.2.3.4 (resource structure).
Hosting CSE: after it verified the existence of the addressed <cse> resource and the permissions for retrieving the resource, the CSE shall return the requested information.
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Figure 9.52: Procedures for <cse> retrieve

Step 001:
The Issuer requests to retrieve the <cse> resource from the Hosting CSE.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to retrieve the <cse> resource. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to retrieve the resource. The Hosting CSE responds with an error.

9.3.2.6.4 Update <cse>
This procedure shall be used for updating any of the existing CSE registration attributes stored in the Hosting CSE. Especially important is the "expirationTime", since a failure in refreshing this attribute may result in the deletion of the resource. Alternatively, the issuer can request to update only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: requests to update the <cse> resource as defined in clause 9.2.3.3 (resource structure). The issuer shall send new (proposed) values for all mandatory read-write attributes and may send values for the optional read-write attributes.

Hosting CSE: after it verified the existence of the addressed <cse> resource, the validity of the provided attributes and the permissions to modify them, the Hosting CSE shall update the attributes and shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
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Figure 9.53: Procedures for CSE update

Step 001:
The Issuer requests the Hosting CSE to modify a <cse> resource. The Issuer has three options for updating the resource as indicated in the text above. The Issuer can therefore use an UPDATE.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to perform the modification to the <cse> resource. The Hosting CSE shall perform the changes to the resource. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to modify (update, create or delete) the resource. The Hosting CSE responds with an error.

9.3.2.6.5 Delete <cse> (De-Register CSE)

This procedure shall be used by the Issuer-CSE to de-register from the Hosting-CSE. When an CSE registers to another CSE, two resources are created, one in the Issuer CSE and another in the Hosting CSE. The de-registration process shall consist in the deletion of both resources previously created.

Step 1. Issuer: requests a de-registration from the Hosting CSE by requesting the deletion of the <cse> resource named as CSE-ID using DELETE. 
Step 2. Hosting CSE: after it verified the existence of the addressed CSE-ID resource and the validity of permissions for deleting the resource, then the Hosting CSE shall delete the DNS entry associated to the Issuer-CSE, if included, and it shall remove the resource from the repository and shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.

NOTE:
The CSE does not get notified by a de-registration performed by other entities (e.g. other Applications or CSE) which are authorized to perform such action, unless specifically requested to be notified by means of subscriptions.

Step 3. Issuer: After receiving the successful response, the Issuer-CSE shall delete the <cse> resource representing the registered-to CSE (Hosting CSE).
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Figure 9.54: Procedures for CSE de-registration

Step 001:
The Issuer shall send a DELETE request to the Hosting CSE, see step 1 above for more details.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to delete the resource for the registration. The CSE shall remove the resource. All subscriptions that were created by this CSE needs to be removed. The removal of these subscription is implementation dependant.. More details about the behaviour of the Hosting CSE are provided above in step 2.
Step 002a:
The Hosting CSE shall check if the optional attribute publicDomain in its <cseBase> is present. If it is present, the Hosting-CSE shall remove the DNS entry for the Issuer-CSE.
Step 003:
The Hosting CSE responds positively to the request.

Step 004:
The Issuer CSE shall delete the local resource representing the Hosting CSE.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to delete the resource. The Hosting CSE responds with an error and the flow terminates here. Step 004 is not performed.

9.3.2.6.6 Subscribe/Un-Subscribe to <cse>
This procedure shall be used for subscribing and un-subscribing to changes in a <cse> resource and managing the subscription itself. The procedures are described in details in clause 9.3.2.12.
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9.3.2.8 Application management
9.3.2.8.1 Introduction
This clause describes different procedures for managing registrations, de-registrations, updates and retrievals of the registration information associated with an application. It is assumed that prior to any of the procedures described below; the Application that performs the request has been properly Authenticated and Authorized.

NOTE:
The mechanisms for authenticating and authorizing the Application are out of scope of the present document.

9.3.2.8.2 Create <application> (Register Application)
This procedure shall be used for registering and implicitly creating an <application> resource on the Local CSE, which is also the Hosting CSE. The registration is done via the X or X.

Issuer: requests to register an <application> by using a CREATE. The Issuer shall:

1)
either provide an APP-ID. The Identifier shall be globally unique; how the uniqueness is achieved is out of scope; or

2)
no identifier at all.

The request shall address the <cseBase> resource. In addition the issuer may request to announce the resource in several CSEs, for more details on the procedure for announcing a resource, see clause 9.3.2.18.

Hosting CSE: after ensuring that the Issuer has been authenticated, it shall:

1)
Verify that the provided identifier does not already exist. This is only needed in case that the Issuer has provided the identifier in the request. If it exists, the Hosting CSE must reject the request returning an error.
2)
Create an identifier, APP-ID and assign it to the Issuer Application. The Identifier shall be globally unique; how the uniqueness is achieved is out of scope.
Then the Hosting CSE shall validate the received request and it shall create an <application> resource with the specified attributes.

The creation of the <application> resource shall always be allowed if the issuer has been authenticated. This is due to the fact that the application is not known prior to registration, therefore the accessRights associated to the <cseBase> parent resource does not contain a priori the permission for application that is being registered.

The Hosting CSE may also provide default values for not provided optional attributes; these are inferred from the CSE policies. For example, the Hosting CSE may reduce the expiration time suggested by the issuer.
The hosting CSE shall enforce the expiration time of the <application> resource. The issuer or any other party allowed to modify the application resource may extend the lifetime of the resource by modifying the expiration time attribute, clause 9.2.3.4.

When the expiration time is reached, the Hosting CSE shall remove the <application>n resource. This means that also all child resources shall be deleted.

After creation of the <application> resource, the Hosting CSE shall return a generic response as indicated in clause 9.3.1.1. A successful response shall include the URI of newly created <application> resource. The URI shall contain the Identifier provided by the issuer and the URI is globally unique.
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Figure 9.55: Procedures for application registration

Step 001:
The Issuer application shall send a CREATE request to its Local CSE(=Hosting CSE). The Application may provide the name of the resource.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to create the resource for the registration. The CSE includes the characteristics of the resource to be created. Characteristics can contain information like the expiration time. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The provided characteristics are not acceptable to the Hosting CSE. The Hosting CSE responds with an error.

9.3.2.8.3 Retrieve <application>
This procedure shall be used for retrieving the content of an <application> resource. It can either be the whole <application> resource representation or a specific attribute or part of an attribute. The content of the application consists of all attributes and the URIs of the child resources as described in clause 9.2.3.4.

Issuer: requests to retrieve the information of an <application> resource by using the RETRIEVE. The request may address the specific <APP-ID> resource of the Hosting CSE.

The request addresses an <application> resource as defined in clause 9.2.3.4.
Hosting CSE: shall validate the received request. Retrieval shall only be allowed if the issuer is authorized to retrieve the <application> resource, according to the accessRight permission defined for the resource itself. The Hosting CSE shall provide the requested information. If the requestor is not the application itself, then the aPoC attribute shall be removed from the resource representation before returning it.
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Figure 9.56: Procedures for application retrieve

Step 001:
The Issuer requests to the Hosting CSE to retrieve an application resource.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to retrieve the <application> resource. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to retrieve the resource. The Hosting CSE responds with an error.

9.3.2.8.4 Update <application>
This procedure shall be used for updating an <application> resource. Alternatively, the issuer can request to update only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: requests to update an <application> resource as defined in clause 9.2.3.4 (resource structure), by means of the UPDATE. The issuer shall send new (proposed) values for all mandatory read-write attributes and may send values for the optional read-write attributes.

Hosting CSE: shall validate the received request. Update shall only be allowed if the issuer is authorized to write the <application> resource, according to the accessRight permissions defined for the <application> resource itself. The hosting CSE shall then modify the resource representation according to the request. The hosting CSE may modify some of the attributes, e.g. expiration time, in accordance with CSE policies. In case the issuer requested to delete one of the optional attributes, the hosting CSE shall provide default values for attributes that are required by the CSE.

A modification of the <application> resource may trigger an announce or de-announce the application, see clause 9.3.2.18 for more details on the specific procedure.

The hosting CSE returns a generic response according to clause 9.3.1.1.
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Figure 9.57: Procedures for <application> update

Step 001:
The Issuer requests the Hosting CSE to modify an <application> resource. The Issuer has three options for updating the resource as indicated in the text above. The Issuer can therefore use an UPDATE or a CREATE or a DELETE.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to perform the modification to the <application> resource. The CSE shall perform the changes to the resource. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to modify (update, create or delete) the resource. The Hosting CSE responds with an error.

9.3.2.8.5 Delete <application> (De-register Application)
This procedure shall be used for de-registering and deleting all information related to the application.

Issuer: requests to delete the application resource by using a DELETE. The issuer shall be either an application or an CSE.
Hosting CSE: shall validate the received request. Delete shall only be allowed if the issuer is authorized to delete the <application> resource, according to the accessRights defined for the <application> resource where the request is targeted.

The hosting CSE shall de-announce the application from all CSEs where the application was previously announced. For more details on the de-announcing procedure, see clause 9.3.2.18. Then the hosting CSE deletes the addressed resource, including all the children resources.

The hosting CSE returns a generic response according to clause 9.3.1.1.

NOTE:
The Application does not get notified by a de-registration performed by other entities (e.g. other Applications or CSE) which are authorized to perform such action, unless specifically requested to be notified by means of subscriptions.
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Figure 9.58: Procedures for application de-registration

Step 001:
The Issuer shall send a DELETE request to its Local CSE (= Hosting CSE).

Step 002:
The Hosting CSE shall check if the Issuer is authorised to delete the resource for the registration. The CSE shall remove the resource. All subscriptions that were created by this application needs to be removed. The removal of these subscription is implementation dependant. More details about the behaviour of the Hosting CSE are provided above.
Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to delete the resource. The Hosting CSE responds with an error.

9.3.2.8.6 Subscribe/Un-Subscribe to <application>
This procedure shall be used for subscribing and un-subscribing to changes in an <application> resource and managing the subscription itself. The procedures are described in details in clause 9.3.2.12.

9.3.2.8.7 Create <applicationAnnc> (Announce/de-announce an <application>)
This procedure shall be used for announcing and/or de-announcing an <application> resource to/from another CSE. The announce procedure creates a resource <applicationAnnc> in the Announce-To CSE.

The procedure is described in details in clause 9.3.2.18.

9.3.2.9 
9.3.2.9.1 

9.3.2.9.2 


9.3.2.9.3 


9.3.2.9.4 


9.3.2.10 Access Right management
9.3.2.10.1 Introduction
This clause describes different procedures for managing the creation, retrieval, update and deletion of information associated with an <accessRight> resource.

9.3.2.10.2 Create <accessRight>
This procedure shall be used to create an <accessRight> resource. Such an <accessRight> resource can later be associated with other resources in order to control access to those resources for security reasons. The issuer may optionally suggest a name for the resource or it can let the hosting CSE provide the name.

Issuer: shall request to create a new <accessRight> resource using the CREATE verb.
The request shall address an existing  resource as described in clause 9.2.3.6. 
The request may contain a suggested name for the resource to be created.
The request shall provide selfPermissions and may provide permissions, expirationTime and searchStrings attributes.

The issuer can be an application or an CSE.

Hosting CSE: shall validate the provided attributes. In particular the hosting CSE shall validate whether the URIs of the permissionHolders in the permissions attribute can potentially refer to an <cseBase> resource, an <application> resource or a <group> resource. Specifically, the URIs used as permissionHolders shall not refer to <cse> resources, <applicationAnnc> resources, to <groupAnnc> resources or to entities that can not represent an <cse>, <application> or <group> resource (e.g. <localSclBase>/ <someContainer>).

Furthermore, the hosting CSE shall check that the issuer has the permissions to create a new <accessRight> resource (i.e. if the issuer has CREATE_CHILD permission for the addressed accessRights collection resource).
Then a new <accessRight> resource shall be created in the hosting CSE repository taking into account [resource naming]. The hosting CSE may modify some of the provided attributes before creating the <accessRight> resource. 
Then the CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1, it shall also provide in the response the resource URI of the created resource.
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Figure 9.59: Message flow of procedure to create Access Rights resources

Step 001:
To create an <accessRight> resource, the application or CSE shall issue a create request to the Hosting CSE where the resource shall be created. The request shall include authentication data and may include the attributes of the resource to be created, like the expiration time.

Step 002:
If the creation is allowed by Hosting CSE the resource shall be created.

Step 003:
A success result shall be returned as a response and returned to the issuer. The result shall indicate the URI of the created resource.

List of procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The requesting application or CSE does not have the authorisation to create this resource.

Step 002:
The provided attributes are not acceptable to the Hosting CSE.

9.3.2.10.3 Retrieve <accessRight>
This procedure shall be used for retrieving the representation of an existing <accessRight> resource, i.e. by retrieving the values of all attributes of its structure and references to all its child resources.

Issuer: shall request to retrieve the information of an <accessRight> resource by using the RETRIEVE verb. The request shall address the URI of the <accessRight> resource.

The issuer can be an application or an CSE.

Hosting CSE: shall check the existence of the addressed <accessRight> resource and shall check if according to the selfPermissions of the addressed <accessRight> resource the issuer has the permission to retrieve the resource. Then the CSE shall read the values of all attributes belonging to the addressed resource structure and the references of all sub-resources and it shall build a representation of these. This representation is included in an appropriate response that is sent to the issuer according to clause 9.3.1.2.
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Figure 9.60: Message flow of procedure to retrieve Access Rights resources

Step 001:
To retrieve an <accessRight> resource, the application or CSE shall issue a retrieve request addressing the resource in the Hosting CSE.

Step 002:
If the retrieve operation is allowed by Hosting CSE the representation of the resource shall be read for building the response.

Step 003:
A success result shall be returned to the issuer as a response in addition to the representation of the resource.

List of procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The addressed resource does not exists.

Step 002:
The requesting application or CSE does not have the authorisation to read this resource.

9.3.2.10.4 Update <accessRight>
This procedure shall be used to update/modify an existing <accessRight> resource.

Issuer: may request to update the attributes of an existing <accessRight> resource, by using UPDATE verb.
The request shall address a specific <accessRight> resource in an CSE to replace the entire accessRight resource representation. The issuer provides attribute values similar to the create procedure. The Issuer may send new (proposed) values for all mandatory read-write attributes and may send values for the optional read-write attributes.

The issuer can be an application or an CSE.
Hosting CSE: shall check the existence of the addressed <accessRight> resource and shall check if according to the selfPermissions of the addressed <accessRight> resource, the issuer has the permission to update the resource. Upon successful validation the hosting CSE shall overwrite the attributes of the <accessRight> resource with the provided values, but the hosting CSE may modify some of the provided attribute values as in the create procedure. The hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
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Figure 9.61: Message flow of procedure to modify Access Rights resources

Step 001:
To modify an <accessRight> resource, the application or CSE shall issue an update request to Hosting CSE. The request shall include the new resource representation for the resource.

Step 002:
If the update is allowed by Hosting CSE the resource shall be updated with the provided resource representation, suitably modified, if needed.

Step 003:
A success result shall be returned as a response to the issuer.

List of procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The addressed resource does not exists.

Step 002:
The requesting application or CSE does not have the authorisation to update this resource.

Step 002:
The provided attributes are not acceptable to the Hosting CSE.

9.3.2.10.5 Delete <accessRight>
This procedure shall be used to delete an existing <accessRight> resource.

Issuer: shall request to delete an existing <accessRight> resource by using a DELETE verb. The request shall address an <accessRight> resource.

The issuer can be an application or an CSE.
Hosting CSE: shall check the existence of the addressed <accessRight> resource and shall check if according to the selfPermissions of the addressed <accessRight> resource the issuer has the permission to delete the resource. Then the CSE shall remove it from its repository and shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.

Once the access right resource has been deleted, all other resources referencing to the now non-existing URI in their accessRightID attribute shall automatically revert to a default or system permissions.
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Figure 9.62: Message flow of procedure to delete Access Rights resources

Step 001:
To delete an <accessRight> resource, the application or CSE shall issue a delete request to the URI of the resource to be deleted in the Hosting CSE.

Step 002:
If the deletion is allowed by Hosting CSE the resource shall be deleted.

Step 003:
A success result shall be returned as a response to the issuer.

List of procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The addressed resource does not exists.

Step 002:
The requesting application or CSE does not have the authorisation to delete this resource.

9.3.2.10.6 Subscribe/Un-subscribe to <accessRight>
These procedures are used for subscribing or un-subscribing for changes in an <accessRight> resource.

The procedures are described in details in clause 9.3.2.12.
9.3.2.10.7 Create <accessRightAnnc> (Announce/de-announce an <accessRight>)
These procedures shall be used for announcing and/or de-announcing an <accessRight> resource to/from another CSE.

These procedures manipulate (create/delete) a resource <accessRightAnnc> in the Announce-To CSE.

The procedure is described in details in clause 9.3.2.18.

9.3.2.11 
9.3.2.11.1 
 
9.3.2.11.2 



9.3.2.11.3 



9.3.2.11.4 


9.3.2.12 Container management
9.3.2.12.1 Introduction
This clause describes different procedures for managing the creation, retrieval, updating and deletion of information associated with a <container> resource.

9.3.2.12.2 Create <container>
This procedure shall be used to create a <container>. The <container> resource is used to exchange information (represented as <contentInstance> resources) between one or more producers and one or more consumers.

Issuer: shall request to create a <container> resource using the CREATE verb. The request shall address a resource of an CSE as defined in clause 9.2.3.8. 
The issuer can be an application or an CSE.

The following lists the different resources and the corresponding lifecycle requirements:

· <cseBase>
The <container> resource has a lifecycle independent of any application or remote CSE. The <container> resource shall only be removed when it is explicitly requested to be removed.

· <cseBase>/ <application>
The <container> resource has a lifecycle dependent of a locally registered application that corresponds to the <application> resource. The <container> resource shall be removed when the <application> resource is removed, i.e. when the application is deregistered.

· <cseBase>/<cse>
The <container> resource has a lifecycle dependent on a remote CSE that corresponds with the <cse> resource. The <container> resource shall be removed when the <cse> resource is removed, i.e. when the remote CSE is deregistered.

· <cseBase>/<cse>/<applicationAnnc>
The <container> resource has a lifecycle dependent on an announced application corresponding to the <applicationAnnc> resource. The <container> resource shall be removed when the <applicationAnnc> resource is removed, i.e. when the corresponding application is de-announced.
· ../<container>
The <container> resource has a lifecycle dependent on the <container> parent resource. The <container> resource shall be removed when the <container> parent resource is removed.
The issuer may also include the following information in the request; a resourceName and an expirationTime. It may also propose some policy related restrictions on the contentInstances sub-resource of the container which are enforced by the hosting CSE, e.g. the maximum number of instances the <container> can contain, the maximum age of instances in the <container> and the maximum total byte size of all instances combined. The issuer may also include a list of <cseBase> URIs to which the created <container> shall be announced (see clause 9.3.2.18).

Hosting CSE: shall validate the received request and shall create a <container> resource with the specified attributes and the specified resourceName, taking into account [resourcename creation].. The hosting CSE may modify some of the attributes, e.g. due to internal policies. For example, it might change the expirationTime suggested by the issuer, or it may restrict the maximum size of the <container>. If no expirationTime was suggested by the issuer, then the hosting CSE shall set the expiration time to infinite for all created <container> resources in the following collections: 
<cseBase>/ <application>, 
<cseBase>/<cse> or <cseBase>/<cse>/<application>/, 
../<parentcontainer>/subcontainers,
since <container> resources at these locations are already bound by the lifetime of their parent.

The request also may include a list of <cseBase> resource URIs to which the <container> resource shall be announced. See clause 9.3.2.18 on how the hosting CSE handles such a request. 

NOTE:
However, announcing is only to be allowed for locally created <container> resources, i.e. residing in the <cseBase> and <cseBase>/<application> collections.


After creation of the <container> resource and its child resources, the hosting CSE shall return a generic response as indicated in clause 9.3.1.1.

The success response shall include the URI of the created <container> resource.

The hosting CSE shall enforce the expiration time of the <container> resource if it is not infinite. The issuer or any other party allowed to modify the <container> resource may extend the lifetime of the <container> resource by modifying the expiration time attribute, see clause 9.2.3.12. If the expiration time is exceeded then the resource and all its descendant resources will be removed.
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Figure 9.63: Message flow of procedure to create <container> resources

Step 001:
To create a <container> resource, the issuer shall issue a CREATE request.

Step 002:
If the creation is allowed by Hosting CSE, the <container> resource shall be created.

Step 003:
A result shall be returned as a response to the issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The requesting application or CSE does not have the authorisation to create this resource.

Step 002:
The provided attributes are not accepted to the Hosting CSE.

9.3.2.12.3 Retrieve <container>
This procedure shall be used to retrieve the attributes of a <container> and the references of its direct child resources.

Issuer: shall request to retrieve the information of a <container> resource, using the RETRIEVE verb. The request shall address an existing <container> resource of an CSE as defined in clause 9.2.3.12.

The issuer can be an application or an CSE.

Hosting CSE: shall validate the received request. Retrieval shall only be allowed if the issuer is authorised to retrieve the <container> resource, according to the accessRight defined for the <container> resource where the request is targeted. The hosting CSE returns a representation of the <container> resource, with all the attributes defined in the <container> resource and URIs of all the child resources. The hosting CSE shall return a generic response as indicated in clause 9.3.1.1.
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Figure 9.64: Message flow of procedure to read <container> resources

Step 001:
To read a <container> resource, the issuer shall issue a RETRIEVE request.

Step 002:
If the retrieve operation is allowed by Hosting CSE, the requested <container> resource shall be retrieved.

Step 003:
A result shall be returned as a response to the issuer, containing the retrieved information.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The addressed resource does not exists.

Step 002:
The requesting application or CSE does not have the authorisation to read this resource.

9.3.2.12.4 Update <container>
This procedure shall be used to modify the attributes defined in the <container> resource.

A specific usage of this procedure could be to extend the lifetime of a <container>resource by updating the expiration time attribute of a <container>resource. The <container> resource will be removed by the hosting CSE when the expiration time is exceeded. This means that the <container> resource lifetime has to be extended explicitly by modifying the expirationTime attribute and that it will not be implicitly extended by accessing the <container> or any of its descendant resources.
Issuer: shall request to update the <container>resource, using the UPDATE verb. The request shall address a <container> resource as defined in clause 9.2.3.12. The issuer may send new (proposed) values for all mandatory read-write attributes and may send values for the optional read-write attributes. They will be handled similarly as in the create request.

The issuer can be an application or an CSE.
Hosting CSE: shall validate the received request. The update shall be allowed if the issuer is authorised to modify the <container> resource, according to the accessRight defined for the <container> resource where the request is targeted. The hosting CSE shall then modify the resource representation according to the received attributes. Like in the Create, the hosting CSE may modify some of the attributes, e.g. due to internal policies. The hosting CSE shall provide default values for not provided mandatory attributes. The update of the <container> resource may result in announcement and de-announcements, depending on the new value of the announceTo attribute, see clause 9.2.3.12 for details.

If the maxNrOfInstances, maxByteSize or maxInstanceAge are changed in the <container> resource, the hosting CSE shall immediately enforce the new restrictions. This may potentially lead to the deletion of the oldest <contentInstance> resources.

The hosting CSE shall return a generic response according to clause 9.3.1.1.
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Figure 9.65: Message flow of procedure to update the complete <container> resource

Step 001:
To update a <container>resource, the issuer shall issue an UPDATE request, providing the address of the <container>resource.

Step 002:
If the update operation is allowed by Hosting CSE, the requested <container>resource shall be updated.


The issuer shall include values for all Mandatory RW attributes, and optionally include values for Optional RW attributes.

Step 003:
A result shall be returned as a response to the issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The addressed resource does not exists.

Step 002:
The requesting application or CSE does not have the authorisation to update this resource.

Step 002:
The issuer did not include values for all mandatory RW attributes.

Step 002:
The values provided in the request are not valid.

Step 002:
The attributes in the request are not RW so they cannot be updated.

9.3.2.12.5 Delete <container>
This procedure shall be used to delete a specific <container> resource.

Issuer: requests to delete a <container>resource using the DELETE verb. The request shall address a <container>resource of an CSE.

The issuer can be an application or an CSE.

Hosting CSE: shall validate the received request. The Delete shall be allowed if the issuer is authorised to delete the <container>resource, according to the accessRight defined for the <container>resource where the request is targeted. The hosting CSE then shall delete the addressed <container>resource. The hosting CSE shall return a generic response according to clause 9.3.1.1.
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Figure 9.66: Message flow of procedure to delete a <container> resource

Step 001:
To delete a <container>resource, the issuer shall issue a DELETE request, providing the address of the <container>resource to be deleted.

Step 002:
If the delete operation is allowed by Hosting CSE, the addressed <container>resource shall be deleted.

Step 003:
A result shall be returned as a response to the issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The addressed resource does not exists.

Step 002:
The requesting application or CSE does not have the authorisation to delete this resource.

9.3.2.12.6 Subscribe/Unsubscribe to <container>
This procedure shall be used to (un)subscribe to modification in the attributes of a <container>.
The procedure is described in details in clause 9.3.2.18.
9.3.2.12.7 Create <containerAnnc> (Announce/De-announce a <container>)
This procedure shall be used to (de-)announce a <container> resource to a remote CSE.

These procedures manipulate (create/delete) a resource <containerAnnc> in the Announce-To CSE.

The procedure is described in details in clause 9.3.2.18.

9.3.2.13 Location Container management
9.3.2.13.1 Introduction
This clause describes different procedures for managing the creation, retrieval, updating and deletion of information associated with a <locationContainer> resource. Since a <locationContainer>resource is very similar to a <container> resource, the procedures in this clause only highlight the differences with the corresponding procedures for the <container> resource.

9.3.2.13.2 Create <locationContainer>
This procedure is used for creating a <locationContainer> resource.

A <locationContainer> resource can only be created under an <application> or <applicationAnnc> parent resources. The place where a <locationContainer> resource can be created also depends on the locationContainerType attribute in the create request. The following rules shall apply.

If the locationContainerType attribute in the create request indicates "application generated" then resource shall be allowed to be created at the following locations:

<d/gcseBase>/<app> or
<ncseBase>/<app> or
<d/gcseBase>/<cse>/<applicationAnnc> 
<ncseBase>/<cse>/<applicationAnnc> 

If the locationContainerType attribute in the create request indicates "location server based" then resource shall be allowed to be created at the following location:

<ncseBase>/<cse>/<applicationAnnc>
Issuer: shall request to create a new <locationContainer>resource using a CREATE verb. The request is addressing a URI of a containers resource as described in clause 9.2.3.8, limited to the locations described above.

The request shall also provide a locationContainterType attribute. This attribute indicates the source of the location information, i.e. whether it is application generated or location server based.

The issuer can be an application or an CSE.

Hosting CSE: shall follow the procedures as described in clause 9.3.2.8.2, except that issuer requests to create a <locationContainer> resource.

9.3.2.13.3 Retrieve <locationContainer>
This procedure is used for retrieving a <locationContainer> resource representation. It is performed as retrieving a <container> resource as described in clause 9.3.2.8.3, except that the addressed resource is a <locationContainer> resource.

9.3.2.13.4 Update <locationContainer>
This procedure is used to modify the attributes defined in a <locationContainer> resource.

It is performed as updating a <container> resource as described in clause 9.3.2.8.4 except that the addressed resource is a <locationContainer> resource.
9.3.2.13.5 Delete <locationContainer>
This procedure is used to delete a <locationContainer> resource. It is performed as deleting a <container> resource as described in clause 9.3.2.8.5 except that the addressed resource is a <locationContainer> resource.

9.3.2.13.6 Subscribe/Un-subscribe to <locationContainer>
This procedure shall be used to (un)subscribe to modification in the attributes of a <locationContainer> resource.

The procedure is described in details in clause 9.3.2.18.
9.3.2.13.7 Create <locationContainerAnnc> (Announce/De-announce a <locationContainer>)
This procedure shall be used to (de-)announce a <locationContainer> resource to a remote CSE.

These procedures manipulate (create/delete) a resource <locationContainerAnnc> in the Announce-To CSE.

The procedure is described in details in clause 9.3.2.18.
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9.3.2.15 Content Instance management
9.3.2.15.1 Introduction
The <contentInstance> resource is a resource that embodies the actual opaque data that is exchanged via a <container> or <locationContainer> resource. It also contains meta-data associated with this data. This can be used to gauge the interest in the data, before getting the actual content data, since the size of the contentInstance's opaque data can be quite large.

A <contentInstance> resource can be addressed individually, but its representation is also a part of the parent contentInstances resource representation. This allows the retrieval of multiple <contentInstance> resources with one REST request.

This clause shows how to create, retrieve and delete the <contentInstance> resource. Since <contentInstance> resources are immutable, there is no procedure for updating.

Some of the procedures depend on whether the <contentInstance> resource located under a <container> resource, a <locationContainer> resource with a locationContainerType of "application generated" or a <locationContainer> resource with a locationContainerType of "location server based".

9.3.2.15.2 Create <contentInstance> in a <container>
This procedure shall be used to add a <contentInstance> resource to a <container> resource. The information contained in the <contentInstance> shall be opaque to the hosting CSE. The information may even be encrypted.

Issuer: requests to create a <contentInstance> resource using the CREATE verb. The request shall address a <container> resource as defined in clause 9.2.3.12.

The issuer may include the following information in the request; the actual (opaque) content, a delayTolerance and some meta-data, like content-type.

The issuer can be an application or an CSE.

Hosting CSE: shall validate the received request and shall create a <contentInstance> resource with the specified attributes. Creation shall be allowed if the issuer is authorised to create a child resource according to the accessRight defined for the parent <container> resource e where the request is targeted. The hosting CSE shall check the policy restrictions as specified on the parent <container> resource. If the newly added instance violates any of the policies (e.g. the total size becomes too large), then the oldest instance resources shall be removed from the collection until the policies are satisfied. Then the hosting CSE shall change the link-resources "latest" and "oldest" to refer to the newly added resource and the oldest resource respectively.

After creation of the <contentInstance> resource, the hosting CSE shall return a generic response as indicated in clause 9.3.1.1. The response shall include the URI of the created <contentInstance> resource.
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Figure 9.69: Message flow of procedure to add an instance to a <container> resource

Step 001:
To add an <contentInstance> resource to a <container> resource, the issuer shall issue a CREATE request. The request addresses the contentInstances child resource of the <container>.

Step 002:
If the creation is allowed by Hosting CSE, the <contentInstance> resource under the contentInstances resource residing under the <container> resource shall be created.

Step 003:
A result shall be returned as a response to the issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002:
The requesting application or CSE does not have the authorisation to create this resource.

Step 002:
The provided characteristics are not acceptable to the Hosting CSE.

Step 002:
The <container> resource does not exist.

9.3.2.15.3 Create <contentInstance> in a <locationContainer>
This procedure is used to add an <contentInstance> resource to a <locationContainer> resource that contains location information generated from an M2M application. It is performed exactly as adding an instance to a <container> resource described in detail in clause 9.3.2.15.2. Furthermore, if issuer sends a request to add an instance to a <locationContainer> resource that contains a locationContainerType attribute indicating the case of location server based, the request shall be rejected.

9.3.2.15.4 Retrieve <contentInstance> from a <container>
This procedure shall be used to retrieve the attributes/meta-data and the opaque data of a <contentInstance> resource residing under a <container> resource.

Issuer: shall request to retrieve the information of a <contentInstance> resource, using the RETRIEVE verb. The request shall address an existing <contentInstance> resource of an CSE as defined in clause 9.2.3.17.

The issuer can be an application or an CSE.

Hosting CSE: validates the received request. Retrieval shall be allowed if the issuer is authorised to retrieve the <contentInstance> resource, according to the accessRight defined for the <container> resource that is the grand-parent of the instance where the request is targeted. The hosting CSE shall return a representation of the <contentInstance> resource, with all the attributes defined in the instance, including the content.

See the call flow in "Read all instances in a <container> matching certain filter criteria".

9.3.2.15.5 Retrieve <contentInstance> from a <locationContainer>
This procedure is used to retrieve the attributes and the opaque data of a <contentInstance> resource of a <locationContainer> resource.
Issuer: requests to retrieve the information of an <contentInstance> resource of a <locationContainer> resource of an CSE as described in clause 9.2.3.17.
The issuer can be an application or an CSE.
Hosting CSE: shall activate the validation for the received request. Retrieval shall be allowed if the issuer is authorised to retrieve the <contentInstance> resource, according to the accessRight defined for the grand-parent <locationContainer> resource of the instance where the request is targeted. The hosting CSE shall determine the source of location information by the locationContainerType attribute of the grand-parent <locationContainer> resource. If the locationContainerType attribute indicates the location information is generated from an application, the hosting CSE shall retrieve and return the location related contentInstance as described in clause 9.2.3.17; if the locationContainerType attribute indicates the location information is from location server, e.g. 3GPP location server, and the addressed URI is the latest or oldest link (i.e. …./<locationContainer>/latest or …./<locationContainer>/oldest) the hosting CSE shall retrieve and return the location instance as described in clause 9.3.2.13.3, with the exception that the returned non-addressable <contentInstance> resource representation is not embedded in a contentInstances resource representation.
9.3.2.15.6 Delete <contentInstance>
This procedure shall be used to delete an <contentInstance> resource.

Issuer: requests to delete an <contentInstance> resource, using the DELETE verb. The request shall address an <contentInstance> resource of an CSE as defined in clause 9.2.3.17.

Hosting CSE: validates the received request. Deletion shall be allowed if the issuer is authorised to delete the <contentInstance> resource, according to the accessRight defined for the <container> resource grand-parent of the instance where the request is targeted. The hosting CSE shall delete the resource and if needed updates the latest and oldest links. It shall return a generic response as described in clause 9.3.1.1.
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Figure 9.70: Message flow of procedure to delete an instance in a <container> resource

Step 001:
To delete a <contentInstance> in a <container> resource, the issuer shall issue a DELETE request, providing the address of the <contentInstance> to be deleted.

Step 002:
If the delete operation is allowed by Hosting CSE, the requested <contentInstance> resource shall be deleted.

Step 003:
A result shall be returned as a response to the issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.

Step 002: 
The addressed contentInstance resource does not exists.

Step 002:
The requesting application or CSE does not have the authorisation to delete this resource.

9.3.2.16 
9.3.2.16.1 

9.3.2.16.2 


9.3.2.16.3 


9.3.2.16.4 


9.3.2.17 Group management
9.3.2.17.1 Introduction
This clause describes different procedures for managing membership verification, creation, retrieval, update, deletion, subscription and announcement of the information associated with an <group> resource as well as the bulk management of all group member resources by invoking the corresponding verbs upon the virtual sub-resource membersContent of a <group> resource.
9.3.2.17.2 Create <group>
This procedure shall be used for creating a group resource with one or multiple members or without members.
Issuer: shall request to create a new group type resource to be named as <group> by using the CREATE verb. CSE The request shall provide a list of member URI and may provide expirationTime and searchStrings attributes. The list of member URI means a list of URIs of the member resources corresponding to the memberType attribute provided in the request. The issuer may be an application or an CSE.
Hosting CSE: shall check if the issuer has CREATE permissions on the  addressed parent resource. The hosting CSE shall also check the validity of provided attributes. The hosting CSE shall also validate that the resource type of any member conforms to the memberType attribute of the <group> resource, if the memberType attribute of the <group> resource is not ‘mixed’. In the case that the group resource contains temporarily unreachable sub-group resources as member resources, the hosting CSE shall set the memberTypeValidated attribute of the <group> resource to FALSE. Upon successful validation, a new group resource with name <group> including the "membersContent" sub-resource shall be created in the hosting CSE. Then the CSE shall respond to the issuer with the appropriate generic responses described in clause 9.3.1.1. The CSE shall respond with the representation of the <group> resource if the memberTypeValidated attribute is FALSE.  The CSE shall also provide in the success response the URI of the created <group> resource.  As soon as any unreachable resource becomes reachable, the memberType validation procedure shall be performed.  If the memberType validation fails, the hosting CSE shall deal with the <group> resource according to the policy defined by th consistencyStrategy attribute of the <group> resource provided in the request.  The memberTypeValidated attribute shall be set to TRUE if all members have been validated successfully.
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Figure 9.71: Illustration of Procedures to Create Group

Step 001:
To create a group resource, the issuer shall send a create group request to an CSE using the CREATE verb.

Step 002:
If the operation is allowed by Hosting CSE the <group> resource shall be created. If no characteristics are provided by the issuer, the <group> resource shall be created with default characteristics determined by the Hosting CSE.

Step 003:
Then the CSE shall respond to the issuer with the appropriate generic responses.

List of main procedure specific exceptions:

Step 002:
Issuer does not have the authorization to create this resource.

Step 002:
The provided characteristics are not acceptable to Hosting CSE.

9.3.2.17.3 Retrieve <group>
This procedure shall be used for retrieving <group> resource. Alternatively, the issuer can request to retrieve only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.

Issuer: shall request to obtaining <group> resource information by using the RETRIEVE verb. The request shall address the specific <group> resource of an hosting CSE. The issuer may be an application or an CSE.
Hosting CSE: shall check if the issuer has READ permission on the group resource. Upon successful validation, the hosting CSE shall respond to the issuer with the appropriate responses described in clause 9.3.1.1 and the resource representation.
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Figure 9.72: Illustration of Procedures to Retrieve Group

Step 001:
To retrieve a group resource, the issuer shall send a retrieve group request to an CSE using a RETRIEVE verb.


The request shall include the parameter as above. The request shall also include authentication and/or authorization data.

Step 002:
If the operation is allowed by Hosting CSE the group resource shall be retrieved.

Step 003:
Then the CSE shall respond to the issuer with the appropriate generic responses.

List of main procedure specific exceptions:

Step 002:
Issuer is not registered.

Step 002:
Issuer does not have the authorization to retrieve this resource.

Step 002:
Group resource does not exist.

9.3.2.17.4 Update <group>
This procedure shall be used for updating an existing <group> resource. Alternatively, the issuer can request to update only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: shall request to update attributes of an existing <group> resource by using an UPDATE verb. The request shall address the specific <group> resource of an CSE. The issuer may send new (proposed) values for all mandatory
read-write attributes and may send values for the optional read-write attributes. They will be handled similarly as in the create request. The issuer may be an application or an CSE.
Hosting CSE: shall check if the issuer has WRITE permission on the <group> resource. The hosting CSE shall also check the validity of provided attributes. The hosting CSE shall also validate that the resource type of any member conforms to the memberType attribute of the <group> resource, if the memberType attribute of the <group> resource is not ‘mixed’. In the case that the group resource contains temporarily unreachable sub-group resources as member resources, the hosting CSE shall set the memberTypeValidated attribute of the <group> resource FALSE.  Upon successful validation, the hosting CSE shall modify the attributes accordingly and shall respond to the issuer with the appropriate generic responses described in clause 9.3.1.1.  The CSE shall respond with the representation of the <group> resource if the memberTypeValidated attribute is FALSE.  As soon as any unreachable resource becomes reachable teh memberType validation procedure shall be performed.  If the memberType validation fails, the hosting CSE shall deal with the <group> resource according to the policy defined by the consistencyStrategy attribute of the <group> resource provided in the request.  The memberTypeValidated attribute shall be set to TRUE if all the members have been validated successfully.
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Figure 9.73: Illustration of Procedures to Update Group

Step 001:
To update a group resource, the issuer shall send a update group request to an hosting CSE using the UPDATE verb for full update or UPDATE, CREATE or DELETE in case of partial update.

Step 002:
If the operation is allowed by Hosting CSE the group resource shall be updated.

Step 003:
Then the CSE shall respond to the issuer with the appropriate generic responses.

List of main procedure specific exceptions:

Step 002:
Issuer does not have the authorization to update this resource.

Step 002:
Group resource does not exist.

9.3.2.17.5 Delete <group>
This procedure shall be used for deleting a existing <group> resource.

Issuer: shall request to delete an existing <group> type resource by using the DELETE verb. The request shall address the specific <group> resource of an hosting CSE. The issuer may be an application or an CSE.
Hosting CSE: shall check if the issuer has DELETE permission on the <group> resource. Upon successful validation, the CSE shall remove the resource from its repository and shall respond to the issuer with the appropriate responses described in clause 9.3.1.1.
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Figure 9.74: Illustration of Procedures to Delete Group

Step 001:
To delete a group resource, the issuer shall send a delete group request to an CSE using a DELETE verb.

Step 002:
If the operation is allowed by Hosting CSE the group resource shall be deleted from its repository.

Step 003:
Then the CSE shall respond to the issuer with the appropriate generic responses.

List of main procedure specific exceptions:

Step 002:
Issuer is not registered.

Step 002:
Issuer does not have the authorization to delete this resource.

Step 002:
Group resource does not exist.

9.3.2.17.6 Subscribe/Un-subscribe to <group>
These procedures shall be used for subscribing for changes in a <group> resource and managing the subscription itself. For the subscription to the content of all member resources of a <group>, see clause 9.2.3.19.

The procedures are described in details in clause 9.3.2.12.

9.3.2.17.7 Create <groupAnnc> (Announce/de-announce a <group>)
These procedures shall be used for announcing and/or de-announcing a <group> resource to/from another CSE.

The procedure is described in details in clause 9.3.2.18.

9.3.2.17.8 Verify group membership
This procedure shall be used for verifying that a specific resource is a member of an indicated group of resources, i.e. to confirm a membership of a resource.

Issuer: shall request to verify whether a given resource with the URI of <memberId> belongs to a specific <group> resource by using the RETRIEVE verb. The request shall address the specific <memberId> attribute of the <group> resource of a hosting CSE. The issuer may be an application or an CSE.

Hosting CSE: shall validate if the issuer has READ permission on the <group> resource. Upon successful validation the hosting CSE shall verify that the given resource is one of the <memberId> belonging to the members attribute of the <group> resource. Then the CSE shall respond to the application with the appropriate response described in clause 9.3.1.1 and indicate whether the <memberId> was present in the members collection attribute or not.
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Figure 9.75: Illustration of Procedures to Verify Membership

Step 001:
To verify that a specific resource is a member to an indicated group of resources, the issuer shall send a verify membership request to an CSE using a RETRIEVE verb.


The request shall include the parameters as mentioned above.

Step 002:
If the operation is allowed by hosting CSE the group resource shall be retrieved as described above.

Step 003:
Then the CSE shall respond to the issuer with the appropriate generic responses.

List of main procedure specific exceptions:

Step 002:
Issuer does not have the authorization to retrieve the group resource.

Step 002:
ResourceURI does not exist as a memberId in the indicated group resource.

Step 002:
The group resource does not exist.

9.3.2.17.9 Add/Delete a specific member to/from a group
This procedure shall be used for adding a new member into an existing group resource or deleting a member from an existing group resource. This procedure is supported by means of partial addressing, see clause 9.3.2.20.

9.3.2.17.10 Retrieve all members
This procedure shall be used for retrieving whole member list of an existing group resource. This procedure is supported by means of partial addressing, see clause 9.3.2.20.
9.3.2.17.11 Delete all members
This procedure shall be used for remove all members from an existing group resource. The attribute members in the existing group resource is not deleted, but only reset to an empty list. This procedure is supported by means of partial addressing, see clause 9.3.2.20.

9.3.2.17.12 Create membersContent
This procedure shall be used for creating the content of all member resources belonging to an existing <group> resource.

Issuer: shall request to create the content in all member resources belonging to an existing <group> resource by using a CREATE verb. The request may address the virtual sub-resource membersContent of the specific <group> resource of a group hosting CSE to create the same content under all member resources. The request may also address the URI that results from appending a relative URI to the membersContent URI in order to create the same content (e.g. attribute or sub-resource) under the corresponding attributes or sub-resources represented by the relative URI with respect to all member resources. The issuer may be an application or CSE.
Group Hosting CSE: shall check if the issuer has WRITE permission in the accessRight resource referenced by the membersContentAccessRightID in the group resource. In the case membersContentAccessRightID is not provided the access right defined for the group resource shall be used. Upon successful validation, the group hosting CSE shall obtain the URIs of all member resources from the attribute members of the addressed <group> resource and fan out requests addressing the obtained URIs (appended with the relative URI if any) to the member hosting CSEs as indicated in Figure 9.76. In the case that the member resources contains a sub-group resource, the group hosting CSE shall also generate a unique request identifier, include it in all the requests to be fanned out and  locally store the request identifier. If the group hosting CSE determines that multiple member resources belong to one CSE according to the URIs of the member resources, it may converged the requests accordingly before sending out. This may be accomplished by the group hosting CSE creating a <group> resource on the member hosting CSE to collect all the members on that member hosting CSE. After receiving the responses from the member hosting CSEs, the group hosting CSE shall then respond to the issuer with the aggregated results and the associated <memberId>s.

Member Hosting CSEs: shall treat the request received from the group hosting CSE as a normal CREATE request on the addressed resource as if it comes from the original issuer. The member hosting CSE shall check if the request has a request identifier. If so, the member hosting CSE shall then check if the request identifier is contained in the requested identifiers stored locally. If match is found, the member hosting CSE shall ignore the current request and respond an error. If no match is found, the member hosting CSE shall locally store the request identifier. The member hosting CSE shall check if the original issuer has the CREATE permission on the addressed resource. Upon successful validation, the member hosting CSE shall perform the create procedures for the corresponding type of addressed resource as described in other
subclauses of clause 9.3.2 and shall send the corresponding response to the group hosting CSE.
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Figure 9.76: Group content management procedures

The procedures illustrated in Figure 9.76 apply to clauses 9.3.2.17.12 to 9.3.2.17.16:

Step 001:
To access the content of member resources belonging to an existing <group> resource, the issuer shall send a request to an CSE.

Step 002:
If the operation is allowed by group hosting CSE, the requests shall be fanned out to the member hosting CSEs for each member resource. If member resources belonging to multiple D' devices locates in the same gateway, the requests may be converged accordingly before sending out to the member hosting CSEs.

Step 003:
The requests are fanned out to the member hosting CSEs.

Step 004:
If the request identifier is found in the locally stored request identifiers. The member hosting CSEs shall deny the access request. If the operation is allowed by the member hosting CSEs and the request identifier is new to the member hosting CSEs, the member resources shall be accessed according to the requested operation (C/R/U/D).

Step 005:
The member hosting CSEs shall respond to the group hosting CSE with the appropriate generic responses including any information to be returned according to the requested operation (C/R/U/D).

Step 006:
The group hosting CSE shall converge the responses from all the member hosting CSEs.

Step 007:
The group hosting CSE shall respond to the issuer with the appropriate responses.

List of main procedure specific exceptions:

Step 002:
Issuer is not registered.

Step 002:
Issuer does not have the authorization to access the resource.

Step 002:
Group resource does not exist.

Step 004:
Issuer does not have the authorization to access the member resources.

Step 004:
Member resource does not exist.
Step 004:       Member hosting CSE finds a same identifier as the request identifier in the locally stored request identifiers.

9.3.2.17.13 Retrieve membersContent
This procedure shall be used for retrieving the content of all member resources belonging to an existing <group> resource.

Issuer: shall request to obtaining the content or specific information (e.g. attributes) of all member resources belonging an existing <group> resource by using a RETRIEVE verb. The request may address the virtual sub-resource membersContent of the specific <group> resource of a group hosting CSE for retrieving the content of all member resources. The request may also address the URI that results from appending a relative URI to the membersContent URI in order to retrieve the corresponding attributes or sub-resources represented by the relative URI with respect to all member resources. The issuer may be an application or CSE.
Group Hosting CSE: shall check if the issuer has READ permission in the accessRight resource referenced by the membersContentAccessRightID in the addressed <group> resource. In the case membersContentAccessRightID is not provided the access right defined for the group resource shall be used.Upon successful validation, the group hosting CSE shall obtain the URIs of all member resources from the members attribute of the addressed <group> resource and fan out requests addressing the obtained URIs (appended with the relative URI if any) to the member hosting CSEs as indicated in Figure 9.76. In the case that the member resources contains a sub-group resource, the group hosting CSE shall also generate a unique request identifier, include it in all the requests to be fanned out and  locally store the request identifier. If the group hosting CSE determines that multiple member resources belong to one CSE according to the URIs of the member resources, it may converged the requests accordingly before sending out. This may be accomplished by the group hosting CSE creating a <group> resource on the member hosting CSE to collect all the members on that member hosting CSE. After receiving the responses from the member hosting CSEs, the group hosting CSE shall then respond to the issuer with the aggregated results and the associated <memberId>s.

Member Hosting CSEs: shall treat the request received from the group hosting CSE as a normal RETRIEVE request on the addressed resource as if it comes from the original issuer. The member hosting CSE shall check if the request has a request identifier. If so, the member hosting CSE shall then check if the request identifier is contained in the requested identifier stored locally. If match is found, the member hosting CSE shall ignore the current request and respond an error. If no match is found, the member hosting CSE shall locally store the request identifier. The member hosting CSE shall check if the original issuer has the READ permission on the addressed resource. Upon successful validation, the member hosting CSE shall perform the retrieve procedures for the corresponding type of addressed resource as described in other
subclauses of clause 9.3.2 and shall send the corresponding response to the group hosting CSE.

9.3.2.17.14 Update membersContent
This procedure shall be used for updating the content of all member resources belonging to an existing <group> resource.

Issuer: shall request to update the content of all member resources belonging to an existing <group> resource with the same new data by using a UPDATE verb. The request may address the virtual sub-resource membersContent of the specific <group> resource of a group hosting CSE to update all member resources. The request may also address the URI that results from appending a relative URI to the "membersContent" in order to update only the corresponding attributes or sub-resources represented by the relative URI with respect to all member resources. The issuer may be an application or CSE.

Group Hosting CSE: shall check if the issuer has WRITE permission in the accessRight resource referenced by the membersContentAccessRightID in the group resource. In the case membersContentAccessRightID is not provided the access right defined for the group resource shall be used.Upon successful validation, the group hosting CSE shall obtain the URIs of all member resources from the attribute members of the addressed <group> resource and fan out requests addressing the obtained URIs (appended with the relative URI if any) to the member hosting CSEs as indicated in Figure 9.76. In the case that the member resources contains a sub-group resource, the group hosting CSE shall also generate a unique request identifier, include it in all the requests to be fanned out and  locally store the request identifier. If the group hosting CSE determines that multiple member resources belong to one CSE according to the URIs of the member resources, it may converged the requests accordingly before sending out. This may be accomplished by the group hosting CSE creating a <group> resource on the member hosting CSE to collect all the members on that member hosting CSE. After receiving the responses from the member hosting CSEs, the group hosting CSE shall then respond to the issuer with the aggregated results and the associated <memberId>s.

Member Hosting CSEs: shall treat the request received from the group hosting CSE as a normal UPDATE request on the addressed resource as if it comes from the original issuer. The member hosting CSE shall check if the request has a request identifier. If so, the member hosting CSE shall then check if the request identifier is contained in the requested identifier stored locally. If match is found, the member hosting CSE shall ignore the current request and respond an error. If no match is found, the member hosting CSE shall locally store the request identifier.  The member hosting CSE shall check if the original issuer has the UPDATE permission on the addressed resource. Upon successful validation, the member hosting CSE shall perform the update procedures for the corresponding type of addressed resource as described in other subclauses of clause 9.3.2 and shall send the corresponding response to the group hosting CSE.
9.3.2.17.15 Delete membersContent
This procedure shall be used for deleting the content of all member resources belonging to an existing <group> resource.

Issuer: shall request to delete the content of all member resources belonging to an existing <group> resource by using a DELETE verb. The request may address the virtual sub-resource membersContent of the specific <group> resource of a group hosting CSE to delete all member resources. The request may also address the URI that results from appending a relative URI to the "membersContent" in order to delete only the corresponding attributes or sub-resources represented by the relative URI with respect to all member resources. The issuer may be an application or an CSE.

Group Hosting CSE: shall check if the issuer has WRITE permission in the accessRight resource referenced by the membersContentAccessRightID in the <group> resource. In the case membersContentAccessRightID is not provided the access right defined for the group resource shall be used.Upon successful validation, the group hosting CSE shall obtain the URIs of all member resources from the attribute members of the addressed <group> resource and fan out requests addressing the obtained URIs (appended with the relative URI if any) to the member hosting CSEs as indicated in Figure 9.76. In the case that the member resources contains a sub-group resource, the group hosting CSE shall also generate a unique request identifier, include it in all the requests to be fanned out and  locally store the request identifier.  If the group hosting CSE determines that multiple member resources belong to one CSE according to the URIs of the member resources, it may converged the requests accordingly before sending out. This may be accomplished by the group hosting CSE creating a <group> resource on the member hosting CSE to collect all the members on that member hosting CSE. After receiving the responses from the member hosting CSEs, the group hosting CSE shall then respond to the issuer with the aggregated results and the associated <memberId>.

Member Hosting CSEs: shall treat the request received from the group hosting CSE as a normal DELETE request on the addressed resource as if it comes from the original issuer. The member hosting CSE shall check if the request has a request identifier. If so, the member hosting CSE shall then check if the request identifier is contained in the requested identifier stored locally. If match is found, the member hosting CSE shall ignore the current request and respond an error. If no match is found, the member hosting CSE shall locally store the request identifier. The member hosting CSE shall check if the original issuer has the DELETE permission on the addressed resource. Upon successful validation, the member hosting CSE shall perform the delete procedures for the corresponding type of addressed resource as described in other subclauses of clause 9.3.2 and shall send the corresponding response to the group hosting CSE.

9.3.2.17.16 Subscribe/Un-Subscribe membersContent
This procedure shall be used for receiving information about modifications of all member resources belonging to an existing <group> resource.

Issuer: shall request to create a subscription resource under all member resources belonging to an existing <group> resource by using a CREATE verb. The request shall address the subscriptions sub-resource of the virtual sub-resource membersContent of the specific <group> resource of a group hosting CSE to subscribe to the modifications of all member resources. The request shall include an empty aggregrateURI attribute if the issuer wants the group hosting CSE to aggregate the notifications. The request shall include the required information and may include the optional information as described in subscription management clause 9.3.2.12. The issuer may be an application or an CSE.
Group Hosting CSE: shall check if the issuer has WRITE permission in the accessRight resource referenced by the membersContentAccessRightID in the group resource. In the case membersContentAccessRightID is not provided the access right defined for the group resource shall be used.Upon successful validation, the group hosting CSE shall obtain the URIs of all member resources from the attribute members of the addressed <group> resource and fan out requests addressing the obtained URIs appended with "/subscriptions" to the member hosting CSEs as indicated in Figure 9.76. Before fanning out the requests, the group hosting CSE shall check if the subscription resource in the request conatins an aggregrateURI  attribute.  If so, the group hosting CSE shall assign an URI to the aggregateURI of the  subscription.  The group hosting CSE shall locally maintain the mapping of the generated aggregrateURI and the former aggregrateURI in the case the former aggregrateURI exists.  If the group hosting CSE determines that multiple member resources belong to one CSE according to the URIs of the member resources, it may converged the requests accordingly before sending out. This may be accomplished by the group hosting CSE creating a <group> resource on the member hosting CSE to collect all the members on that member hosting CSE. After receiving the responses from the member hosting CSEs, the group hosting CSE shall then respond to the issuer with the aggregated results and the associated <memberId>s.

Member Hosting CSEs: shall treat the request received from the group hosting CSE as a normal SUBSCRIBE request on the addressed member resource as if it comes from the original issuer. Therefore the member hosting CSE shall check if the original issuer has the READ permission on the member resource and the CREATE permission on the subscriptions sub-resource of the member resource. Upon successful validation, the member hosting CSE shall perform the subscribe procedures for the corresponding type of member resource as described in other subclauses of clause 9.3.2 and shall send the corresponding response to the group hosting CSE.
9.3.2.17.17 Aggregate the notifications from subscribed membersContent
This procedure is used for the group hosting CSE to aggregate the notifications from member hosting CSEs and forward the aggregated notification to the subscriber.

Member Hosting CSEs: Whenever the resource that is subscribed-to is modified in a way that matches the filterCriteria attribute, the member hosting CSE shall notify the subscriber at the aggregateURI if the subscription resource contains the aggregateURI and shall also include the contact in the notification.  Otherwise, the member hosting CSE shall notify at the URI represented by the attribute contact.

Group Hosting CSE: On receiving the notifications from the member hosting CSEs at the aggregateURI, the group hosting CSE shall validate if the notification is sent from its member resource and contain a contact attribute. Upon successful validation, the group hosting CSE shall aggregate the notifications which have the same contact address of a single subscriber. If delayTolarence has been provided in the subscription, each aggregation shall be made within a time frame before the delayTolerance of any unsent notification of this subscription expires. If no delayTolarence has been provided, each aggregation shall be made within a time frame according to the local policy of the group hosting CSE.
Then the group hosting CSE shall send the aggregated notification to the subscriber according to the contact in the notification.  In the case the addressed group is the member of another group through which the subscription is created the notification shall be sent according to the mapping of the aggregrateURIs of the two group hosting CSEs.  The group hosting CSE shall wait for the response.  After receiving the response, the group hosting CSE shall split the response and respond the member hosting CSE separately.

The group hosting CSE may stop aggregating the notifications when the expirationTime of the corresponding subscription expires.
Subscriber: shall treat every notification extracted from the aggregated notification as a separate notification received from the subscribed resource and generate corresponding responses.  The subscriber shall aggregate the responses to these notifications and send the aggregated response to the group hosting CSE.
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Figure 9.7x: 
Illustration of Procedures to Verify Membership

Step 001: Member hosting CSEs send notifications to group hosting CSE in case the modification matches the filterCriteria attribute.

Step 002: Group hosting CSE validates the notification is from its member resources and contains a contact attribute. Upon successful validation, the group hosting CSE aggregates the notifications which have the same contact address of a single subscriber.

Step 003: The group hosting CSE sends the aggregated notification to the subscriber.

Step 004: The subscriber treats each notification extracted from the aggregated notification normally as it is received from the subscribed resource and aggregate the responses.

Step 005: The subscriber responds to the group hosting CSE.

Step 006: The group hosting CSE splits the aggregated response.

Step 007: The group hosting CSE responds to the member hosting CSE.

List of main procedure specific exceptions:
Step 002: Notification is not from the group hosting CSE’s member resource.

Step 002: Notification does not contain a contact attribute.
9.3.2.18 
9.3.2.18.1 

9.3.2.18.2 

9.3.2.18.3 


9.3.2.18.4 

9.3.2.19 Subscription management
9.3.2.19.1 Introduction
A subscriber (see note) (an Application or an CSE) may ask to be notified when resources are modified or timer expiry. A subscription is the relation between the subscriber and the Hosting-CSE of the Subscribed-to Resource. The Hosting CSE shall notify the subscriber of any changes in the Subscribed-to or timer expiry in the subscription Resource under the conditions provided when the subscription was created or modified.

NOTE:
In this clause the term subscriber and Issuer are used interchangeably.

A subscription shall be represented by a resource itself. This allows manipulation of the subscription in a resource oriented manner, e.g. the conditions of a subscription may be modified by modifying the <subscription> resource or parts thereof, or a subscriber may unsubscribe by deleting the subscription resource.
The procedures below depict the creation, modification and deletion of the subscription resource as well as the procedures followed by the hosting CSE on modifications of the subscribed-to resource.

9.3.2.19.2 Create <subscription> (Subscribe for modifications to a resource)
This procedure shall be used to subscribe for modifications to a resource (the Subscribed-to Resource) or to activate a timer with a timeout reason. After a modification of the Subscribed-to Resource, its new resource representation is sent to the subscriber in a notify message. After a timer expiry a notify message carrying the timeout reason is sent to the subscriber.

Issuer: requests to create a subscription resource by using CREATE. The issuer shall be the subscriber. The request shall address the resource to be monitored so called Subscribed-to Resource: <resourceURI>. The resource shall be addressed as defined in clause 9.2.3.23.
See clause 9.2.3.23 for details on the resource structure.
The subscriber shall request to receive notifications of modifications of the Subscribed-to Resource. The request may include a contactURI, a noRepresentation , a filter criteria and an expirationTime. It may also include the minimalTimeBetweenNotifications or a delayTolerance (by default neither of these). The request may also indicate if the subscriber is interested changes in the complete resource or only in a certain attribute of the resource.

Alternatively the subscriber may request to activate a timer to receive a notification when the timer expires. In that case the request shall include the timeoutReason attribute with contactURI and expirationTime that defines the timing delay.
After the successful creation of a <subscription> resource, the subscriber shall receive notifications of modifications in the Subscribed-to Resource or timer expiry.
Hosting CSE: shall check if the request is valid and shall check if the issuer (the subscriber) has the proper accessRights for creating a subscription. If the issuer is allowed to read the Subscribed-to Resource, it shall also have the permission to create a subscription resource.
The Hosting CSE may modify some of the attributes provided in the request. Also the hosting CSE shall provide default values for mandatory not provided attributes and shall provide values for the read-only attributes of the <subscription> resource. The Hosting CSE shall then create a <subscription> resource using the provided (but optionally changed) attribute values. In case of success, the hosting CSE shall include the URI of the created <subscription> resource in the response message (to be used by the issuer to remove or modify the subscription).

After the creation of the <subscription> resource, the Hosting CSE shall return a generic success response.

In addition to generating a success response, the Hosting CSE shall also send a notification with the current state of the resource (see clause 9.3.2.12.6 on notification). The notification shall only be sent if the filterCriteria match or at timer expiry. Otherwise, the first notification shall be sent when the Subscribed-to Resource is modified in such a way that the filterCriteria match.
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 Issuer   ( D/G/NA or CSE )     

X/Y  

 

Figure 9.77: Procedures for resource subscription

Step 001:
The Issuer (Subscriber) shall send a CREATE request to the Hosting CSE (Subscribe-To CSE). For more details on the request see text above.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to create the resource for the subscription. The CSE includes the characteristics of the resource to be created. Characteristics can contain information like the expiration time and timeout reason in case of timer activation. More details about the behaviour of the Hosting CSE are provided above.
Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The provided characteristics are not acceptable to Hosting CSE. The Hosting CSE responds with an error.

9.3.2.19.3 Update <subscription>
This procedure shall be used to update a <subscription> resource. Alternatively, the issuer can request to update only a specific attribute or part of an attribute, as described in partial addressing, see Section 9.3.2.20.
Reasons to change a subscription may include the extension of its lifetime (if the subscription resource expires the subscription will end) or the modification of the contactURI, noRepresentation, timeoutReason, minimalTimeBetweenNotifications or delayTolerance. It shall not be allowed to modify some aspects of the subscription, such as filterCriteria.
Issuer: requests to update a subscription resource. The request shall address a <subscription> resource as defined in Section 9.2.3.23, the issuer may send new (proposed) values for all mandatory read-write attributes and maysend values for the optional read-write attributes.

.
Hosting CSE: shall check if the request is valid and shall check if the issuer is the original subscriber (the only entity that shall have access right for the subscription). The Hosting CSE may ignore some provided attributes values in the request. Also the Hosting CSE may modify some of the attributes provided in the request before modifying the <subscription> resource, e.g. it may shorten a suggested expiration time. If the complete resource is modified, the new values shall be regarded as a complete replacement of all the attributes, however the Hosting CSE shall not accept value changes to attributes that may not be modified for a subscription (such as the filterCriteria). The hosting CSE shall then return a generic success response.
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Figure 9.78: Procedures for subscription update

Step 001:
The Issuer requests the Hosting CSE to modify a subscription resource. The Issuer has three options for updating the resource as indicated in the text above. The Issuer can therefore use an UPDATE, CREATE or a DELETE.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to perform the modification to the subscription resource. The CSE shall perform the changes to the resource. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to modify (update, create or delete) the resource. The Hosting CSE responds with an error.

9.3.2.19.4 Retrieve <subscription>
This procedure shall be used to retrieve a subscription. This shall return information about the subscription such as the expirationTime, filterCriteria, contactURI, noRepresentation, timeoutReason, etc. Alternatively, the issuer can request to retrieve only a specific attribute or part of an attribute, as described in partial addressing, see Section 9.3.2.20.
Issuer: requests to retrieve a <subscription> resource (using the Retrieve method). The request shall address a subscription resource. The resource is addressed as defined in Section 9.2.3.23. 
Hosting CSE: Shall check if the request is valid and shall authorize the request. If the issuer is the subscriber (i.e., the creator of the <subscription> resource) or if the issuer is allowed to delete the Subscribed-to Resource, it shall also have the permission to retrieve a <subscription> resource.. The Hosting CSE shall return the complete representation of the subscription resource or the value of a specific attribute of the subscription resource depending on how the resource was addressed.

It shall return a generic success response.
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Figure 9.79: Procedures for subscription retrieve

Step 001:
The Issuer requests the Hosting CSE to retrieve a subscription resource, as indicated in the text above.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to retrieve the subscription resource. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to retrieve the resource. The Hosting CSE responds with an error.

9.3.2.19.5 Delete <subscription> (Unsubscribe)
This procedure may be used to delete an active subscription, which means that the subscriber unsubscribes from notifications. This is just one of the ways in which subscriptions can end. Other ways include returning error responses on notifications or letting the subscription expire without refreshing it.
Issuer: requests to delete a subscription resource, using the DELETE verb. The request shall address a <subscription> resource. The resource shall be addressed as defined in clause 9.2.3.23.

Hosting CSE: shall check if the request is valid and shall check if the issuer has the proper accessRights for creating a subscription. Only the original subscriber shall have the right to delete the subscription resource. The deletion shall not lead to a notification of the subscriber.
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Figure 9.80: Procedures for un-subscribe

Step 001:
The Issuer sends a DELETE request to the Hosting CSE, as described above.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to delete the subscription resource. The CSE shall remove the resource. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 003:
The Issuer is not authorised to delete the resource. The Hosting CSE responds with an error.

9.3.2.19.6 Notification
This procedure shall be used to notify the subscriber of a modification of a resource for which it has an active subscription. The same procedure shall also be used to notify the expiry of the <subscription> resource when used as a timer.
Hosting CSE: If timeoutReason attribute is present in <subscription> resource, the notification procedure starts when the hosting CSE detects the expiration of the resource.

If timeoutReason attribute is not present in <subscription> resource, the notification procedure starts when the hosting CSE detects a modification of the subscribed-to Resource that matches the specified filterCriteria as specified in the <subscription> resource.
The minimalTimeBetweenNotifications determines when the next notification can be sent and together with the last time a notification was sent for this subscription determines the earliest time a new notification may be sent (say t1).
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Figure 9.81: Notification mechanism when minimalTimeBetweenNotifications is used

If a new notification becomes eligible before the previous notification was delivered, the previous notification shall be ignored. There shall be only one notification per subscription pending or active at any one time. This means that the subscriber might receive only one notification after there have been multiple modifications to the Subscribed-to Resource.
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Figure 9.82: Notification mechanism when minimalTimeBetweenNotifications is used,
the case when more than one notification become eligible

The delayTolerance determines how urgent the notification is, i.e. the latest time a notification shall be sent (say t2). The delayTolerance of a certain notification is determined by the delayTolerance attribute of the subscription and the delayTolerance attribute of the resource instance creation that generated the notification. If both are applicable, the shorter of the two intervals shall determine the delayTolerance of the notification.
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Figure 9.83: Notification mechanism when delayTolerance is used
Conflict resolution

This clause describes when the Hosting CSE shall send the notification, especially since there can be conflicts between the various facets.

Multiple delayTolerance
In case of multiple (overlapping) delayTolerance periods, the original delayTolerance remains in effect. This means that delayTolerance period of the replaced notification is still in effect.
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Figure 9.84: Notification mechanism, conflict resolution when multiple delayTolerance are used
Only if the last notification cannot be delivered within the original delayTolerance period, it shall be delivered in the delayTolerance period associated with the last notification itself. If the notification cannot be delivered in the delayTolerance period of the associated event, then the Hosting CSE may keep retrying to send the notification according to CSE policies until either a new event becomes eligible or until the Hosting CSE decides to remove the subscription.
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Figure 9.85: Notification mechanism, the case of failure to transmit notifications on time
No conflict

There is no conflict if t1<t2. In such a case the CSE shall send the notification after the current minimumTimeBetweenNotifications period expires and before the delayTolerance deadline.
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Figure 9.86: Notification mechanism, no conflict between the subscription minimalTimeBetweenNotification and the resource instance delayTolerance
Conflict between delayTolerance and minimalTimeBetweenNotifications
There is a conflict if t2<t1. In such a case the CSE shall ignore the minimalTimeBetweenNotifications and shall send the notification within the delayTolerance period.
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Figure 9.87: Notification mechanism, conflict between the subscription minimalTimeBetweenNotification and the resource instance delayTolerance
The hosting CSE shall include a notification structure as shown below and shall send this to the contactURI specified in the subscription.

Table 9.62

	Attribute
	Mandatory/Optional
	Description

	statusCode
	M
	The status code, that would correspond to a retrieve request on the Subscribed-to Resource. In case of partial access (see clause 9.3.2.20) this corresponds to the retrieve using the attribute accessor from the filter-criteria.
If the status code indicates an error, then this also indicates that the subscription resource has been deleted.

	representation
	O
	The representation of the Subscribed-to Resource in case the status code indicated "success".
For status codes indicating errors, the representation may contain additional error information that would have been present in the corresponding retrieve response to the Subscribed-to Resource.
Not present if timeoutReason attribute is present.

Omitted if noRepresentation attribute is present in <subscription> resource and set to TRUE.

	timeoutReason
	O
	Timeout reason attribute defined at creation of <subscription> resource as a timer.

Not present if representation attribute is present.

	subscription
	M
	Reference to the <subscription> resource that generated this notification.


The presence of representation and timeoutReason attributes in the <notify> resource is mutually exclusive.
Note that the notification does not represent a REST resource, but more like an asynchronous response to a RETRIEVE packaged in a NOTIFY request.
The RETRIVE operation doesn’t need be executed by Hosting CSE if representation resource attribute is omitted in <notify> resource when noRepresentation attribute is present and set to TRUE in <subscription> resource. In this case statusCode shall indicate “success”.
In case of asynchronous subscriptions, the contactURI is used to directly send the information to the subscriber. In case of long-polling, see clause 9.3.2.26.6.
For notifications that are sent to a contactURI, there will be a response. A response to the notification indicating an error actively issued by the subscriber shall result in the termination of the subscription and removal of the <subscription> resource. Responses that indicate indirect failures, may result in retries of the notification. The number of retries, when the retries are performed etc, is a policy defined in the Hosting CSE.
If the Hosting CSE can determine that the subscriber is offline, the notification shall be delayed until the subscriber becomes available again, if this falls within its delay-tolerance period.

If the hosting CSE can determine that the subscriber will be unavailable for a longer time than indicated by the delayTolerance (e.g. by checking the schedule parameter on the registration or based on heuristic analysis of the past notifications), it may attempt to force the subscriber to become available ahead of schedule. The mechanism to request the device to become available is access network dependent (e.g. it may be based on an SMS) and is outside the scope of the present document.

If the hosting CSE fails to send the notification, then according to server policy (e.g. based on the number of retries or the period in which notifications fail) the hosting CSE may change the status of the <cse> registration resource to NOT_REACHABLE.
If the contactURI represents a <container> resource located in the hosting CSE, then the hosting CSE shall add all notifications as content instances to the container, even if multiple notifications become eligible within the delayTolerance period of the first notification. This ensures, that such a setup can be used to "buffer" all notifications, and can be used if, for example, the subscriber expects connection problem or knows that it goes off-line and still wants to receive every notification that happened during that period (within the parameters of the container).

Subscriber: The subscriber receives the notification and sends a successful response back. In case it wants to terminate the subscription it may send an error response on the notification request as indicated above.
The sending of responses to a notification only applies to the asynchronous subscriptions.

[image: image94.emf] 

002 :  Notification  ( NOTIFY )  

Hosting CSE   ( CSE )  

001 :  Local Processing   (Notification triggered )    

  Subscriber   ( D/G/NA or CSE )     

X/Y    

003 : Response   


Figure 9.88: Procedures for asynchronous notification

Step 001:
The Hosting CSE identifies an event that needs to be reported to the subscriber.

Step 002:
The Hosting CSE shall provide the notification to the subscriber. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Issuer responds positively to the request.

9.3.2.19.7 Deletion of the Subscribed-to Resource
This procedure is used to notify the subscriber of a deletion of the subscribed resource.
Hosting CSE: if the resource that is being subscribed to is deleted all the subscribers in the child subscriptions collection resource shall be notified.
Subscriber: The subscriber receives the notification and sends a response back. Any further attempt to access the subscription resource will fail.
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002 :  Notification  ( NOTIFY )  

Hosting CSE   ( CSE )  

001 :  Local Processing   (Subscribed - to resource is  deleted )    

  Subscriber   ( D/G/NA or CSE )     

X/Y  

003 : Response   


Figure 9.89: Procedures for asynchronous notification
in case of deletion of subscribed resource

Step 001:
The Hosting CSE identifies that the subscribed-to resource has been deleted and an event that needs to be reported to the subscriber.

Step 002:
The Hosting CSE shall provide the notification to the subscriber. More details about the behaviour of the Hosting CSE are provided above.

Step 003:
The Issuer responds positively to the request.

9.3.2.20 
9.3.2.20.1 

9.3.2.20.2 


9.3.2.20.3 


9.3.2.20.4 

9.3.2.21 M2M PoC management
9.3.2.21.1 Introduction
This clause describes different procedures for managing the resource <m2mPoc> as defined in clause 9.2.3.25.

9.3.2.21.2 Create <m2mPoC>
The procedure is used for adding an <m2mPoc> resource in an CSE, i.e. this occurs when the device attaches to a new access network.

Issuer: shall request to create a new <m2mPoc> resource using the CREATE verb. The request shall address a URI of a parent resource. The request may provide the identity of the <m2mPoc> resource. The request shall also provide the corresponding contactInfo information and may include an expiration time.
Hosting CSE: shall check the permissions for creating the resource, validity of provided attributes, as well as the existence of the addressed collection resource. Then it shall then create a new <m2mPoc> resource.

The creation shall only be allowed if the requestor of the creation is the creator of the parent <cse> resource, i.e. only the registered CSE can create its own <m2mPoc> resource.

If a resource with the provided name already exists, or if no identity is provided, the hosting CSE shall provide a new and unique identity. Then the hosting CSE shall send a response to the issuer. The hosting CSE shall also provide in the success response the URI of the m2mPoc resource with identity <m2mPoc>.

If an <m2mPoc> is added with its onlineStatus set to ONLINE and the current online status of the CSE registration is OFFLINE or NOT_REACHABLE, the hosting CSE shall change the onlineStatus of the issuer CSE registration resource to ONLINE.
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003 : Response  

Hosting CSE   (CSE )  

002: Local Processing   (Resource created)    

001 : Issuer requests to create the  m2mPoc (CREATE)  

 Issuer   ( CSE )     

X/Y    


Figure 9.90: Procedures for <m2mPoc> create

Step 001:
The Issuer sends the request to the Hosting CSE to create a <m2mPoc> resource.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to create the <m2mPoc> resource.

Step 003:
The Hosting CSE responds positively to the request with the reference to the URI of the <m2mPoc> resource.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to create the resource. The Hosting CSE responds with an error.

9.3.2.21.3 Retrieve <m2mPoC>
The procedure is used for retrieving any of the existing information stored in any of the attributes that compose an <m2mPoc> resource.

Issuer: shall request to retrieve all or any of the attributes of the existing <m2mPoc> resource by using RETRIEVE. The request is addressing the specific "<m2mPoc>" resource of the Receiver CSE.

The retrieval is only allowed if the requestor of the retrieval is the creator of the parent <cse> resource or the hosting CSE, i.e. only the registered CSE and the hosting/registered-to CSE can retrieve an <m2mPoc> resource.

Hosting CSE: after checking the existence of the addressed <m2mPoc> resource and the permissions for retrieving the resource, the CSE shall return the requested information.
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003 : Response  

Hosting  CSE   ( CSE )  

002: Local Processing   (Resource  retrieved )    

001 : Issuer requests to  read  the  m2mPoc ( RETRIEVE )  

 Issuer   ( CSE )     

X/Y    


Figure 9.91: Procedures for m2mPoc retrieve

Step 001:
The Issuer sends a request to the Hosting CSE to retrieve a m2mPoc resource.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to retrieve the m2mPoc resource.

Step 003:
The Hosting CSE responds positively to the request with the representation of the m2mPoc resource.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to retrieve the resource. The Hosting CSE responds with an error.

9.3.2.21.4 Update <m2mPoC>
The procedure is used for updating the <m2mPoc> resource. Update any of the existing attributes of an <m2mPoc> resource is defined in clause 9.3.2.20.

Updating is typically used when the point of attachment in the access network changes, to refresh an <m2mPoc> resource to keep it from expiring or to set the onlineStatus of the m2mPoc to indicate whether the m2mPoc can be used for reaching the CSE.

Issuer: shall issue a request to update the <m2mPoc> resource, using a Update verb. The request addresses a <m2mPoc> as defined in clause 9.2.3.25. The issuer shall send new proposed values for all mandatory read-write attributes and optionally sends values for the optional read-write attributes. They will be handled similarly as in the create request.

Hosting CSE: shall validate the received request. Update shall only be allowed if the requestor is either the registered CSE or the registered-to/hosting CSE.

The hosting CSE shall set default values for not provided mandatory attributes.
The hosting CSE shall set the onlineStatus of the issuer CSE based on the provided information in the onlineStatus of the <m2mPoc>.
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003 : Response  

Hosting CSE   (CSE )  

002: Local Processing   (Resource  updated )    

001 : Issuer requests to  update    the m2mPoc ( UPDATE )  

 Issuer   ( CSE )     

X/Y    


Figure 9.92: Procedures for m2mPoc update

Step 001:
The Issuer requests to the Hosting CSE to update an m2mPoc resource.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to update the m2mPoc resource.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to update the resource. The Hosting CSE responds with an error.

9.3.2.21.5 Delete <m2mPoC>
The procedure is used for deleting an <m2mPoc> resource, e.g. this will occur when the device detaches from an access network.

Issuer: shall request to delete an m2mPoc resource using a DELETE verb. The request shall address the specific <m2mPoc> resource of the Hosting CSE.

Hosting CSE: shall check the existence of the addressed,<m2mPoc>. resource and the permissions for the issuer to delete the resource. The CSE shall remove the m2mPoc resource and return a success response to the issuer.

The deletion is only allowed if the requestor of the deletion is the creator of the parent <cse> resource or the hosting CSE, i.e. only the registered CSE and the hosting/registered-to CSE can delete an <m2mPoc> resource. The hosting CSE shall set the onlineStatus of the issuer CSE based on the provided information in the onlineStatus of the <m2mPoc>.
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003 : Response  

Hosting CSE   (CSE )  

002: Local Processing   (Resource  deleted )    

001 : Issuer requests to  remove  the  m2mPoc ( DELETE )  

 Issuer   ( CSE )     

X/Y    


Figure 9.93: Procedures for <m2mPoc> delete

Step 001:
The Issuer requests to the Hosting CSE to remove an m2mPoc resource.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to remove the m2mPoc resource.

Step 003:
The Hosting CSE responds positively to the request.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to remove the resource. The Hosting CSE responds with an error.

9.3.2.22 
9.3.2.22.1 

9.3.2.22.2 


9.3.2.22.3 


9.3.2.22.4 


9.3.2.23 Management Object management
9.3.2.23.1 Introduction
This clause describes the remote entity management procedures over X and Y reference points. Different RESTful requests addressing an <mgmtObj> resource (or its attributes or sub-resources) shall be translated into existing management commands and procedures performed on the mapped Management Objects (MO) data on the remote entity, based on the converting mechanism described in the following clauses.

9.3.2.23.2 Create <mgmtObj>
The procedure is used to create a specific <mgmtObj> resource in the hosting CSE to expose at run-time the corresponding management function of a remote entity (i.e. M2M Device/Gateway) over X reference point. Depending on the data model being used, the created <mgmtObj> resource may be a partial or complete mapping from the MO on the remote entity. If such MO is missing from the remote entity, it shall be added to the remote entity by this procedure. Further RESTful operations performed on the created <mgmtObj> resource shall be converted by the hosting CSE into a corresponding device management action performed on the mapped MO on the remote entity over Y reference point using existing device management protocols (e.g. OMA-DM or BBF TR-069).

Issuer: shall request to create a new <mgmtObj> resource to be named as <mgmtObj> by using a CREATE verb. The request shall address a parent resource of the hosting CSE as described in clause 9.2.3.26. The request may also provide the attributes as described in clause 9.2.3.27. If the <mgmtObj> resource contains one or more <parameters> sub-resources which may also contains <parameters> sub-resources recursively, the issuer may create each of the <parameters> sub-resource gradually as needed by sending the CREATE request addressing the parent resource of <parameters> the sub-resource.

The issuer may be:

· The D/GCSE on the remote entity: In this case, the D/GCSE first collects the original MO data (the management tree structure or also the value of the tree nodes if needed) of the local device and transforms the data into the <mgmtObj> resource representation, then requests the hosting CSE to create the corresponding <mgmtObj> resource.

· An M2M NA: In this case, the NA requests the hosting CSE to add the corresponding MO data to the remote entity by creating an <mgmtObj> resource in the hosting CSE.

NOTE 1:
The hosting CSE in the network domain may also create the <mgmtObj> resource locally by itself. The details are out of scope. In this case, the hosting CSE first collects the original MO data on the remote entity via Y reference point following existing (e.g. OMA-DM or BBF TR-069) device management protocols, then transforms the data into the <mgmtObj> resource representation and create the <mgmtObj> resource locally in the hosting CSE.

NOTE 2:
The <mgmtObj> resource may also be created in the hosting CSE by other offline provisioning means which are out of scope.

Hosting CSE: shall check if the issuer has the CREATE permission on the addressed resource (or the parent <mgmtObj> or <parameters> resource in the case of sub-resource creation). The hosting CSE shall also check the validity of provided attributes. Upon successful validation,, a new <mgmtObj> resource with name "<mgmtObj>" is created in the hosting CSE with the provided attributes. If the issuer is an NA, the hosting CSE shall also send the management request over Y reference point to add the corresponding MO data to the remote entity based on existing management protocol. The hosting CSE shall maintain the mapping relationship between the created <mgmtObj> resource and the original MO data on the remote entity. Then the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1. It shall also provide in the response the URL of the created new resource.
The hosting CSE shall be:

· An NCSE.
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00 4 :  Response  

Hosting  CSE   ( N CSE )   Issuer   ( NA )  

00 3 :  < mgmtObj >  Resource  Creation    

00 2 :  R equests to  create a n   < mgmtObj >   resource  (CREATE)  

00 1 :  Collecting local MO  data   

X  

Y  

 Issuer   ( D/G CSE )     


Figure 9.94: Illustration of procedures to create an <mgmtObj> resource by D/GCSE
Step 001:
D/GCSE shall first collect local MO data to be exposed by the <mgmtObj> resource.
Step 002:
To create an <mgmtObj> resource, D/GCSE shall issue a CREATE request with the collected MO data to the NCSE.

Step 003:
If the creation is allowed, an <mgmtObj> resource shall be created in the NCSE with the provided MO data and other required attributes (e.g. "originalMO", "moID").
Step 004:
A response shall be returned to D/GCSE.

List of procedure specific exceptions:

Step 003:
If the creation is not allowed, the <mgmtObj> resource shall not be created, and a proper error code shall be returned to D/GCSE in step 004.
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00 4 :  Response  

Hosting CSE   ( N CSE )   Issuer   ( NA )  

00 3 :  < mgmtObj >  Resource  Creation    

00 1 :  R equests to  create a n   < mgmtObj >   resource  (CREATE)  

X  

Y  

00 2 :  New MO is added  to remote entit y  by  existing  device management procedures    

  Remote Entity   ( D/G CSE )     


Figure 9.95: Illustration of procedures to create an <mgmtObj> resource by NA

Step 001:
To add a new MO to a remote entity (D/GCSE), NA shall issue a CREATE request with the MO data to the NCSE to create an <mgmtObj> resource. The request shall address the <cse> resource that represents the registered D/GCSE in the NCSE.

Step 002:
If the creation is allowed, NCSE shall trigger existing (OMA-DM or BBF TR-069) device management procedures to add a corresponding new MO to the remote entity.

Step 003:
An <mgmtObj> resource shall be created in the NCSE with the provided MO data and other required attributes (e.g. "originalMO", "moID").
Step 004:
A response shall be returned to NA.
List of procedure specific exceptions:

Step 002:
If the creation is not allowed, steps 002-003 shall be skipped and a proper error code shall be returned to NA in step 004.
Step 002:
If the corresponding MO cannot be added to remote entity due to some reason (e.g. not reachable, memory shortage), step 003 shall be skipped and a proper error code shall be returned to NA in step 004.
Step 002:
If the corresponding MO exists already on the remote entity and it is not a multi-instance MO, then no new MO is added to the remote entity. Step 003 shall still be performed and a successful response shall be returned to NA in step 004.

NOTE:
In the case that asynchronous response mechanism is used, a provisioning response confirming the request is being processed may be returned to the issuer before step 002. See details in semi-asynchronous clause 9.3.1.4.

9.3.2.23.3 Retrieve <mgmtObj>
The procedure is used to retrieve all or part information from an existing <mgmtObj> resource or its <parameters> sub-resource. Alternatively, the issuer can request to retrieve only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: shall request to retrieve all or part of information from an existing <mgmtObj> resource by using a RETRIEVE verb. The request shall address a specific "<mgmtObj>" resource of an CSE or a specific <parameters> sub-resource of the <mgmtObj> resource to retrieve all attributes of the <mgmtObj> resource or the <parameters> sub-resource. Or the request shall address the individual attribute of the specific "<mgmtObj>" resource or the <parameters>
sub-resource to retrieve the corresponding attribute value using the partial addressing mechanism as described in clause 9.3.2.20.

The issuer may be:

· An M2M NA.

· A D/GCSE on the remote entity.

Hosting CSE: shall check if the issuer has the READ permission on the addressed <mgmtObj> resource (or the <parameters> sub-resource in the case of sub-resource retrieval). Upon successful validation, the hosting CSE shall retrieve the corresponding <mgmtObj> resource or the <parameters> sub-resource including all attributes and references to all its child resources from its repository and shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1. If the issuer is an M2M NA and if the requested information of the <mgmtObj> or <parameters> resource is not available on the hosting CSE, the hosting CSE shall identify the corresponding MO data on the remote entity according to the mapping relationship it maintains, and send the management request over Y reference point to get the corresponding MO data from the remote entity based on existing device management protocol (e.g. OMA-DM, BBF TR-069), then return the result to the issuer.

The hosting CSE shall be:

· An NCSE.
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00 3 :  Response  
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Figure 9.96: Illustration of procedures to retrieve an <mgmtObj> resource by a D/GCSE
Step 001:
To retrieve an <mgmtObj> resource, D/GCSE shall issue a RETRIEVE request to the NCSE.

Step 002:
If the retrieval is allowed, an <mgmtObj> resource shall be retrieved from the repository of
NCSE.

Step 003:
A response shall be returned to D/GCSE.

List of procedure specific exceptions:

Step 002:
If the retrieval is not allowed or the specific <mgmtObj> resource does not exist in the NCSE, the retrieval shall be failed and a proper error code shall be returned to D/GCSE in step 003.
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00 4 :  Response  

Hosting CSE   ( N CSE )   Issuer   ( NA )  

00 1 :  R equests to  retrieve  a n   < mgmtObj >   resource   or a part  of it  ( RETRIEVE )  

X  

Y  

00 3 :  Get corresponding MO data   from remote  entity  by  existing  device management procedures    

00 2 :  <mgmtObj> Resource  Information Retrieval    

  Remote Entity   ( D/G CSE )     


Figure 9.97: Illustration of procedures to retrieve an <mgmtObj> resource by an M2M NA

Step 001:
To retrieve MO data from a remote entity (D/GCSE), NA shall issue a RETRIEVE request to the NCSE to retrieve the corresponding <mgmtObj> resource.
Step 002:
If the retrieval is allowed, the addressed attributes of the <mgmtObj> resource or its sub-resource shall be retrieved from the repository of the NCSE.
Step 003
If the requested information is not available or expired in the <mgmtObj> resource, NCSE shall trigger existing (OMA-DM or BBF TR-069) device management procedures to get the latest information of the corresponding MO from the remote entity.

Step 004:
A response shall be returned to NA.

List of procedure specific exceptions:

Step 002:
If the retrieval is not allowed or the specific <mgmtObj> resource does not exist in the NCSE, step 003 shall be skipped and a proper error code shall be returned to NA in step 004.
Step 003:
If the corresponding MO data cannot be retrieved from remote entity due to some reason (e.g. MO not found), a proper error code shall be returned to NA in step 004.

NOTE:
In the case that asynchronous response mechanism is used, a provisioning response confirming the request is being processed may be returned to the issuer before step 003. See details in semi-asynchronous clause 9.3.1.4.

9.3.2.23.4 Update <mgmtObj>
The procedure is used to update all or part information of an existing <mgmtObj> resource or its <parameters>
sub-resource. Alternatively, the issuer can request to update only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: shall request to update all or part information of an existing <mgmtObj> resource by using a UPDATE, CREATE or DELETE verb. The request shall address:

· a specific <mgmtObj> resource or a specific <parameters> sub-resource of the <mgmtObj> resource on the hosting CSE to update the all attributes of the <mgmtObj> resource or the <parameters> sub-resource with new values when using UPDATE verb; or

· a specific <mgmtObj> resource or a specific <parameters> sub-resource of the <mgmtObj> resource on the hosting CSE to add an attribute to the <mgmtObj> resource or the <parameters> sub-resource when using CREATE verb; or

· the individual attribute of the specific <mgmtObj> resource or <parameters> sub-resource on the hosting CSE to override, add value to, or delete the corresponding attribute when using UPDATE, CREATE or DELETE verb according to the partial addressing mechanism as described in clause 9.3.2.20.

The issuer may be:

· An M2M NA.

· A D/GCSE on the remote entity.

Hosting CSE: shall check if the issuer has the WRITE permission on the address <mgmtObj> resource (or the <parameters> sub-resource in the case of sub-resource update). The hosting CSE shall also check the validity of provided attributes if any. Upon successful validation, the hosting CSE shall update, add or delete the corresponding attribute(s) of the <mgmtObj> resource or the <parameters> sub-resource accordingly. If the issuer is an M2M NA, the hosting CSE shall also identify the corresponding MO data on the remote entity according to the mapping relationship it maintains, and send the management request over Y reference point to update, add or delete the corresponding MO in the remote entity accordingly based on existing device management protocol (e.g. OMA-DM or BBF TR-069). The hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
The hosting CSE shall be:

· An NCSE.
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Figure 9.98: Illustration of procedures to update an <mgmtObj> resource by a D/GCSE
Step 001:
To update an <mgmtObj> resource, D/GCSE shall issue a UPDATE/CREATE/DELETE request to the NCSE with the provided new value.

Step 002:
If the update is allowed, an <mgmtObj> resource shall be updated from the repository of NCSE.

Step 003:
A response shall be returned to D/GCSE.

List of procedure specific exceptions:

Step 002:
If the update is not allowed or the specific <mgmtObj> resource does not exist in the NCSE, the deletion shall be failed and a proper error code shall be returned to D/GCSE in step 003.
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00 4 :  Response  

Hosting CSE   ( N CSE )   Issuer   ( NA )  
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Figure 9.99: Illustration of procedures to update an <mgmtObj> resource
or its sub-resource by an M2M NA

Step 001:
To update MO data in a remote entity (D/GCSE), NA shall issue a UPDATE/ CREATE/ DELETE request to the NCSE to update the corresponding <mgmtObj> resource or its
sub-resource.
Step 002:
If the update is allowed, NCSE shall trigger existing (OMA-DM or BBF TR-069) device management procedures to override/ add/ delete the corresponding MO data in the remote entity accordingly.

Step 003: 
The addressed attribute(s) of the <mgmtObj> resource or its sub-resource shall be updated accordingly.
Step 004:
A response shall be returned to NA.

List of procedure specific exceptions:

Step 002:
If the update is not allowed or the specific <mgmtObj> resource (or its sub-resource) does not exist in the NCSE, steps 002-003 shall be skipped and a proper error code shall be returned to NA in step 004.
Step 002:
If the corresponding MO data cannot be updated to remote entity due to some reason (e.g. not reachable, MO not found), step 003 shall be skipped and a proper error code shall be returned to NA in step 004.
Step 002:
If the corresponding MO data cannot be deleted from remote entity due to some reason (e.g. not reachable, memory shortage or MO not found), step 003 shall still be performed and a successful response with the proper indication shall be returned to NA in step 004.

NOTE:
In the case that asynchronous response mechanism is used, a provisioning response confirming the request is being processed may be returned to the issuer before step 002. See details in semi-asynchronous clause 9.3.1.4.

9.3.2.23.5 Delete <mgmtObj>
The procedure is used to delete an existing <mgmtObj> resource or its <parameters> sub-resource so as to hide the management function of a remote entity (i.e. M2M Device/Gateway) from being exposed via X reference point. An M2M NA uses this procedure to remove the corresponding MO data (e.g. an obsolete software package) from the remote entity.

Issuer: shall request to delete an existing <mgmtObj> resource or its <parameters> sub-resource by using a DELETE verb. The request shall address the specific <mgmtObj> resource or a specific <parameters> sub-resource of the <mgmtObj> resource on the hosting CSE.
The issuer may be:

· The D/GCSE on the remote entity: In this case, the D/GCSE issues the request to the hosting CSE to hide the corresponding remote management function from being exposed by the <mgmtObj> resource.

· An M2M NA: In this case, the NA requests the hosting CSE to delete the <mgmtObj> resource from the hosting CSE and to remove the corresponding MO data from the remote entity.

NOTE 1:
The hosting CSE in the network domain may also delete the <mgmtObj> resource locally by itself. This internal procedure is out of scope.

NOTE 2:
The <mgmtObj> resource may also be deleted in the hosting CSE by other offline provisioning means which are out of scope.

Hosting CSE: shall check if the issuer has the DELETE permission on the addressed <mgmtObj> resource (or the <parameters> sub-resource in the case of sub-resource deletion). Upon successful validation, the hosting CSE shall remove the addressed resource from its repository. If the issuer is an NA, the hosting CSE shall also identify the corresponding MO data on the remote entity according to the mapping relationship it maintains, and send the management request over Y reference point to remove the corresponding MO data from the remote entity based on existing management protocol. Then the CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
The hosting CSE shall be:

· An NCSE.
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Figure 9.100: Illustration of procedures to delete
an <mgmtObj> resource by D/GCSE
Step 001:
To delete an <mgmtObj> resource, D/GCSE shall issue a DELETE request to the NCSE.

Step 002:
If the deletion is allowed, an <mgmtObj> resource shall be removed from the repository of
NCSE.

Step 003:
A response shall be returned to D/GCSE.

List of procedure specific exceptions:

Step 002:
If the deletion is not allowed or the specific <mgmtObj> resource does not exist in the NCSE, the deletion shall be failed and a proper error code shall be returned to D/GCSE in step 003.
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Figure 9.101: Illustration of procedures to delete an <mgmtObj> resource by NA

Step 001:
To delete an existing MO from a remote entity (D/GCSE), NA shall issue a DELETE request to the NCSE to delete the corresponding <mgmtObj> resource.
Step 002:
If the deletion is allowed, NCSE shall trigger existing (OMA-DM or BBF TR-069) device management procedures to delete the corresponding MO from the remote entity.

Step 003:
The <mgmtObj> resource shall be deleted from the repository of the NCSE.

Step 004:
A response shall be returned to NA.

List of procedure specific exceptions:

Step 002:
If the deletion is not allowed or the specific <mgmtObj> resource does not exist in the NCSE, steps 002-003 shall be skipped and a proper error code shall be returned to NA in step 004.
Step002:
If the corresponding MO cannot be deleted from remote entity due to some reason (e.g. not reachable, MO not found), step 003 shall still be performed and a successful response with the proper indication shall be returned to NA in step 004.
NOTE:
In the case that asynchronous response mechanism is used, a provisioning response confirming the request is being processed may be returned to the issuer before step 002. See details in semi-asynchronous clause 9.3.1.4.

9.3.2.23.6 Execute <mgmtObj>
The procedure is used for executing a specific management command on a remote entity through an existing <mgmtObj> resource on the hosting CSE.

Issuer: shall request to execute a specific management command which is represented by an existing <mgmtObj> resource or its attribute/sub-resource by using an UPDATE verb. The request shall address the specific executable <mgmtObj> resource or its attribute/sub-resource and shall contain an empty body. In the case that the management command is represented by an attribute of a <mgmtObj> resource, such attribute shall contain a URI that the request may also address to trigger the command execution alternatively.

After the execution request, the issuer may request to retrieve the execution result or status from the executable <mgmtObj> resource or its attribute/sub-resource by using a RETRIEVE method as described in clause 9.3.2.23.3.

The issuer shall be:

· An M2M NA.

Hosting CSE: shall check if the issuer has the WRITE permission on the addressed <mgmtObj> resource or its attribute/sub-resource. Upon successful validation, the hosting CSE shall send the management request over Y reference point to execute the corresponding management command (e.g. "Exec" in OMA-DM [Error! Reference source not found.])on the remote entity based on existing device management protocol. And the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1. The response may also contain execution results.

Upon receiving a RETRIEVE request to retrieve the execution result or status from the executable <mgmtObj> resource or its attribute/sub-resource, the hosting CSE shall perform the procedures as described in clause 9.3.2.23.3.

Upon receiving from remote entity a management notification (e.g. OMA-DM "Generic Alert" message [6] or
BBF TR-069 "Inform" message [10]) regarding the execution result or status, the hosting CSE may actively send the management request over Y reference point to retrieve the execution result or status MO information from the remote entity and update the corresponding <mgmtObj> resource or its attribute/sub-resource locally.
The hosting CSE shall be:

· An NCSE.
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Figure 9.102: Illustration of procedures to execute an <mgmtObj> resource

Step 001:
To execute a management command on a remote entity (D/GCSE), NA shall issue an UPDATE request to the NCSE to execute the corresponding executable <mgmtObj> resource or its attribute/sub-resource.
Step 002:
If the execution is allowed, NCSE shall trigger existing (OMA-DM, BBF TR-069) device management procedures to execute the corresponding management command on the remote entity.

Step 003:
A response shall be returned to NA.
Steps 004-007:
NA issues RETRIEVE request to retrieve execution result or status from the executable <mgmtObj> resource or its attribute/sub-resource as described in clause 9.3.2.23.3.

List of procedure specific exceptions:

Step 002:
If the execution is not allowed or the specified <mgmtObj> resource or its attribute/sub-resource does not exist in the NCSE, step 002 shall be skipped and a proper error code shall be returned to NA in step 003.
Step 002:
If the corresponding MO operation cannot be executed in remote entity due to some reason
(e.g. not reachable, MO not found), a proper error code shall be returned to NA in step 003.

NOTE:
In the case that asynchronous response mechanism is used, a provisioning response confirming the request is being processed may be returned to the issuer before step 002. See details in semi-asynchronous clause 9.3.1.4.

9.3.2.23.7 Subscribe/Un-subscribe to <mgmtObj>
These procedures are used for subscribing for changes in an <mgmtObj> resource (or its <parameters> sub-resource) and managing the subscription itself. The procedures are described in detail in clause 9.3.2.12 with the following clarification.

· Before subscribing to an <mgmtObj> resource (or its <parameters> sub-resource), the subscriber may first need to issue an UPDATE request (as described in clause 9.3.2.23.4 or 9.3.2.23.6) to configure or execute the management function on the remote entity in order to generate notifications to the hosting CSE upon a specific management event.

· Upon receiving a management notification (e.g. OMA-DM "Generic Alert" message [6] or BBF TR-069 "Inform" message [10]]) from the remote entity, the hosting CSE shall notify the subscriber as described in clause 9.3.2.12.6. If the updated MO information being subscribed to is not provided in the management notification, the hosting CSE shall first send a proper management request over Y reference point to retrieve required information based on existing management protocol, and update the corresponding <mgmtObj> (or its <parameters> sub-resource) resource locally before notifying the subscriber.
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Figure 9.103: Illustration of procedures to subscribe/notify an <mgmtObj> resource
Steps 001-003:
Optionally, NA issues an UPDATE request (as described in clause 9.3.2.23.4 or 9.3.2.23.6) to the NCSE to configure or execute an <mgmtObj> resource for management event notification.
Steps 004-006:
NA issues a CREATE request (as described in clause 9.3.2.12.2) to subscribe to the changes of the <mgmtObj> resource.

Step 007:
A management notification (e.g. OMA-DM "Generic Alert" message [610] or BBF TR-069 "Inform" message []) is sent from the remote entity to NCSE.
Step 008:
Optionally, NCSE may retrieve the updated MO information based on existing management protocol, and update the corresponding <mgmtObj> resource locally.

Step 009:
NCSE notify the subscriber as described in clause 9.3.2.12.6.
List of procedure specific exceptions:

Step 004:
If the subscription is not allowed or the specified <mgmtObj> resource or its attribute/
sub-resource does not exist in the NCSE, step 005 shall be skipped and a proper error code shall be returned to NA in step 006. And the following steps will not be performed.

9.3.2.23.8 Manage a group of <mgmtObj> resources on different remote entities
In order to manage a group of <mgmtObj> resources (or <parameters> sub-resources) on different remote entities in a batch mode, a <group> resource shall be created in prior with the members as the list of target <mgmtObj> resources on different remote entities.

Issuer: sends a RESTful (CREATE/ RETRIEVE/ UPDATE/ DELETE) request to the group hosting CSE as described in clause 9.3.2.16, addressing the membersContent sub-resource of the <group> resource that represents the group of <mgmtObj> resources to be managed on different remote entities.

Group Hosting CSE: shall fan out the request to each of the member resource hosting CSE that hosts a <mgmtObj> resource of the group as described in clause 9.3.2.16.

Member Hosting CSE: shall perform the corresponding management procedures as described in clauses 9.3.2.23.1 to 9.3.2.23.7 based on the received RESTful request.

Note that the <mgmtObj> resources in the same group are recommended to be homogeneous, i.e. using the same data model and representing the same management function. Otherwise, the fan out requests may result in errors or meaningless response.

9.3.2.24 Management Command management
9.3.2.24.1 Introduction
This clause describes RESTful operations on an <mgmtCmd> resource over X and Y reference points. Different RESTful requests addressing an mgmtCmd resource (or its attributes or sub-resources) may be translated into existing management commands (such as those in BBF TR-069) and procedures performed on the remote entity, based on the converting mechanism described in the following clauses.

9.3.2.24.2 Create <mgmtCmd>
The procedure is used to create a specific <mgmtCmd> resource in the hosting CSE, which can be exposed at run-time over X reference point about the management commands supported in the remote entities (i.e. D/GCSE). The created <mgmtCmd> will be mapping from BBF TR-069 RPCs including FactoryReset, Reboot, Upload, Download, ScheduleDownload, ScheduleInform, CancelTransfer, ChangeDUState. (Other BBF TR-069 RPCs will be mapped to RESTful operations performed on associated <mgmtObj> resources).

Issuer: shall request- to create a new mgmtCmd type resource to be named as "<mgmtCmd>" by using a CREATE verb. The request shall address an "mgmtObjs" collection resource of the hosting CSE as described in clause 9.2.3.26. The request may also provide the attributes of the <mgmtCmd> to be created as described in clause 9.2.3.29 such as "cmdType".
The issuer may be:

· An M2M NA.

· The local CSE on the remote entity: In this case, the local CSE transforms supported management command into the <mgmtCmd> resource representation, then requests the hosting CSE to create the corresponding <mgmtCmd> resource.

NOTE 1:
The hosting CSE in the network domain may also create the <mgmtCmd> resource locally by itself. The details are out of scope. Then an M2M NA can discover the created <mgmtCmd> and manipulate it.

NOTE 2:
The <mgmtCmd> resource may also be created in the hosting CSE by other offline provisioning means which are out of scope.

Hosting CSE: shall check if the issuer has the CREATE permission on the addressed "mgmtObjs" resource. The hosting CSE shall also check the validity of provided attributes. Upon successful validation,, a new <mgmtCmd> resource with name "<mgmtCmd>" shall be created in the hosting CSE with the provided attributes. The hosting CSE shall maintain the mapping between the created <mgmtCmd> and corresponding RPCs in BBF TR-069 by the <cmdType> attribute of <mgmtCmd> resource. The hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1. It shall also provide in the response the URL of the created new resource.
The hosting CSE shall be:

· An NCSE.
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Figure 9.104: Illustration of procedures to create
an <mgmtCmd> resource by D/GCSE
Step 001:
This step is needed if and only if the issuer is D/GCSE. The D/GCSE shall first collect local management command to be exposed by the <mgmtCmd> resource.
Step 002:
To create an <mgmtCmd> resource, the issuer shall issue a CREATE request with the collected MO data to the NCSE.

Step 003:
If the creation is allowed, a <mgmtCmd> resource shall be created in the NCSE with the provided attributes.

Step 004:
A response shall be returned to the issuer.

List of procedure specific exceptions:

Step 003:
If the creation is not allowed, the <mgmtCmd> resource shall not be created, and a proper error code shall be returned to the issuer in step 004.

9.3.2.24.3 Retrieve <mgmtCmd>
The procedure is used to retrieve all or part information from an existing <mgmtCmd> resource. Alternatively, the issuer can request to retrieve only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: shall request- to retrieve all or part of information from an existing <mgmtCmd> resource by using a RETRIEVE verb. The request shall address a specific "<mgmtCmd>" resource to retrieve all attributes and the references to the sub-resources of the <mgmtCmd> resource. Or the request shall address the individual attribute of the specific "<mgmtCmd>" resource to retrieve the corresponding attribute value using the partial addressing mechanism as described in clause 9.3.2.20.

The issuer may be:

· An M2M NA.

· A D/GCSE.

Hosting CSE: shall check if the issuer has the READ permission on the addressed <mgmtCmd> resource. Upon successful validation, the CSE shall retrieve the corresponding attributes the <mgmtCmd> resource and the references to the sub-resources from its repository and shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
The hosting CSE shall be:

· An NCSE.
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Figure 9.105: Illustration of procedures to retrieve an <mgmtCmd> resource
Step 001:
NA (or D/GCSE) shall issue a RETRIEVE request to the NCSE to retrieve an <mgmtCmd> resource.

Step 002:
If the retrieval is allowed, the addressed attributes of the <mgmtCmd> resource and the references to the sub-resources shall be retrieved from the repository of the NCSE.
Step 003
A response shall be returned to NA (or D/GCSE).

List of procedure specific exceptions:

Step 002:
If the retrieval is not allowed or the specific <mgmtCmd> resource does not exist in the NCSE, a proper error code shall be returned to NA (or D/GCSE) in step 003.
9.3.2.24.4 Update <mgmtCmd>
The procedure is used to update all or part information of an existing <mgmtCmd> resource with new attributes. Alternatively, the issuer can request to update only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: shall request to update all or part information of an existing <mgmtCmd> resource by using a UPDATE verb. The request shall address a specific "<mgmtCmd>" resource of an CSE to update all attributes of the <mgmtCmd> resource with the provided new value. Or the request shall address the individual attribute of the specific "<mgmtCmd>" resource to update the corresponding attribute with the provided new value using the partial addressing mechanism as described in clause 9.3.2.20.

The issuer may be:

· An M2M NA.

· A D/GCSE.

Hosting CSE: shall check if the issuer has the WRITE permission on the address <mgmtCmd> resource. The hosting CSE shall also check the validity of provided attributes if any. Upon successful validation, the hosting CSE shall overwrite the corresponding attributes of the <mgmtCmd> resource with the provided new data. The CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
The hosting CSE shall be:

· An NCSE.
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Figure 9.106: Illustration of procedures to update an <mgmtCmd> resource
Step 001:
The NA (or D/GCSE) shall issue a UPDATE request to the NCSE to update the corresponding <mgmtCmd> resource.
Step 002:
If the update is allowed, the addressed attributes of the <mgmtCmd> resource or its sub-resource shall be overridden with the provided new data.
Step 003:
A response shall be returned to NA (or D/GCSE).

List of procedure specific exceptions:

Step 002:
If the update is not allowed or the specific <mgmtCmd> resource (or its sub-resource) does not exist in the NCSE, steps 002 shall be skipped and a proper error code shall be returned to NA (or D/GCSE) in step 003.
9.3.2.24.5 Delete <mgmtCmd>
This procedure is used to delete an existing <mgmtCmd> resource. An M2M NA may also use this procedure to cancel all initiated <execInstance> of an <mgmtCmd> if applicable.

Issuer: shall request to delete an existing <mgmtCmd> resource by using a DELETE verb. The request shall address the specific "<mgmtCmd>" resource of a remote CSE on the hosting CSE.
The issuer may be:

· The D/GCSE on the remote entity: In this case, the local D/GCSE issues the request to the hosting CSE to hide the corresponding management command from being exposed by the <mgmtCmd> resource.

· An M2M NA: In this case, the NA requests the hosting CSE to delete the <mgmtCmd> resource from the hosting CSE and cancel all initiated <execInstance> of an <mgmtCmd> if applicable.

NOTE 1:
The hosting CSE in the network domain may also delete an <mgmtCmd> resource locally by itself. This internal procedure is out of scope.

NOTE 2:
The <mgmtCmd> resource may also be deleted in the hosting CSE by other offline provisioning means which are out of scope.

Hosting CSE: shall check if the issuer has the DELETE permission on the address <mgmtCmd> resource. Upon successful validation, the hosting CSE shall remove the resource from its repository. If the issuer is an NA and there is any initiated <execInstance> under the <mgmtCmd>that can be cancelled by a corresponding management command (e.g. CancelTransfer in BBF TR-069 [10]), the hosting CSE shall also issue the management command to the remote entity to cancel those initiated <execInstance> based on existing management protocol (i.e. BBF TR-069). Then the CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
The hosting CSE shall be:

· An NCSE.
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Figure 9.107: Illustration of procedures to delete an <mgmtCmd> resource by D/GCSE
Step 001:
To delete an <mgmtCmd> resource, D/GCSE shall issue a DELETE request to the NCSE. Before this step, the D/GCSE may perform cancelling of the corresponding management command locally.

Step 002:
If the deletion is allowed, the <mgmtCmd> resource shall be totally removed from the repository of NCSE.

Step 003:
A response shall be returned to D/GCSE.

List of procedure specific exceptions:

Step 002:
If the deletion is not allowed or the specific <mgmtCmd> resource does not exist in the NCSE, the deletion shall be failed and a proper error code shall be returned to D/GCSE in step 003.
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Figure 9.108: Illustration of procedures to delete an <mgmtCmd> resource by NA

Step 001:
NA shall issue a DELETE request to the NCSE to delete an <mgmtCmd> resource.
Step 002:
If there is any initiated <execInstance> under <mgmtCmd> and it is cancellable, NCSE shall cancel those initiated <execInstance> from the remote entity using corresponding management procedures in existing management protocol (such as CancelTransfer RPC in BBF TR-069).

Step 003:
The <mgmtCmd> resource shall be deleted from the repository of the NCSE.

Step 004:
A response shall be returned to NA.

List of procedure specific exceptions:

Step 002:
If the deletion is not allowed or the specific <mgmtCmd> resource does not exist in the NCSE, steps 002-003 shall be skipped and a proper error code shall be returned to NA in step 004.
Step002:
If the corresponding initiated commands cannot be deleted from remote entity due to some reason (e.g. not found), step 003 shall still be performed and a successful response with the proper indication shall be returned to NA in step 004.
NOTE:
In the case that asynchronous response mechanism is used, a provisioning response confirming the request is being processed may be returned to the issuer before step 002. See details in semi-asynchronous clause 9.3.1.4.

9.3.2.24.6 Execute <mgmtCmd>
The procedure is used for executing a specific management command on a remote entity through an existing <mgmtCmd> resource on the hosting CSE.

Issuer: shall request to execute a specific management command which is represented by an existing <mgmtCmd> resource by using an UPDATE verb. The UPDATE request shall address the execEnable attribute of the <mgmtCmd> resource without any payload. Alternatively, the UPDATE request shall address the URI provided as the value of the execEnable attribute of the <mgmtCmd> resource.

After issuing the execution request, the issuer may request to retrieve the execution result or status from an <execInstance> sub-resource of the <mgmtCmd>by using a RETRIEVE method as described in clause 9.3.2.24.8.

The issuer shall be:

· An M2M NA.

Hosting CSE: shall check if the issuer has the WRITE permission on the addressed <mgmtCmd> resource. Upon successful validation, the hosting CSE shall perform command conversion and mapping, and send the converted management command over Y reference point to execute the corresponding management command with the provided arguments on the remote entity based on existing device management protocol (i.e. BBF TR-069). Then the hosting CSE shall create a corresponding <execInstance> resource under <mgmtCmd> for this command execution. And the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1. It shall also provide in the response the URL of the created <execInstance> resource.
Upon receiving from the remote entity a management notification (i.e. BBF TR-069 "Inform" message) regarding the execution result or status, the hosting CSE may actively send the management request over Y reference point to retrieve the execution result or status from the remote entity using existing management protocol (such as GetQueuedTransfers and GetAllQueuedTransfers RPCs in BBF TR-069), and update the corresponding <execInstance> sub-resource locally.
The hosting CSE shall be:

· An NCSE.
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Figure 9.109: Illustration of procedures to execute a management command on a remote entity

Step 001:
To execute a management command on a remote entity (D/GCSE), NA shall issue an UPDATE request to the NCSE to execute <mgmtCmd>. The UPDATE request shall address to "<mgmtCmd>/execEnable" without any payload.

Step 002:
If the execution is allowed, NCSE will do command conversion and mapping.

Step 003:
The NCSE shall trigger existing device management procedures (i.e. BBF TR-069) to execute the corresponding management command on the remote entity.

Step 004:
The NCSE shall perform local processing: if Step 3 is successful, the NCSE shall create an <execInstance> resource under the triggered <mgmtCmd> to maintain status and results for this execution.

Step 005:
A response shall be returned to the NA.

The following steps are optional depending on the type of the command and execution status:

Step 006:
After the command execution is finished, the remote entity sends response including execution results to the NCSE. The NCSE will store the execution results in corresponding <execInstance> resource. Note that this step can happen anytime after Step 5 such as after Step 007.

Step 007:
The NA may use normal RETRIEVE procedure to retrieve the execution results or status of an <execInstance>.
Step 008:
After receiving the RETRIEVE request from the NA, the NCSE can retrieve the execution status or results on the remote entity using existing management protocol. If step 006 occurs before step 007, step 008 may not be needed.

Step 009:
A response shall be returned to the NA.
List of procedure specific exceptions:

Step 002:
If the execution is not allowed or the specified <mgmtCmd> resource or its attribute/sub-resource does not exist in the NCSE, step 003 and step 004 shall be skipped and a proper error code shall be returned to NA in step 005.
Step 003:
If the corresponding management command cannot be executed in remote entity due to some reason, step 004 shall be skipped and a proper error code shall be returned to NA in step 005.

9.3.2.24.7 Subscribe/Un-subscribe to <mgmtCmd>
9.3.2.24.8 Retrieve <execInstance>
The procedure is used to retrieve an existing <execInstance> resource including individual attributes. Alternatively, the issuer can request to retrieve only a specific attribute or part of an attribute, as described in partial addressing, see clause 9.3.2.20.
Issuer: shall request to retrieve all or part of information from an existing <execInstance> resource by using a RETRIEVE verb. The request shall address a specific "<execInstance>" resource of an hosting CSE to retrieve all attributes of the <execInstance> resource. Or the request shall address the individual attribute of the specific "<execInstance>" resource to retrieve the corresponding attribute value using the partial addressing mechanism as described in clause 9.3.2.20.

The issuer shall be:

· An M2M NA.

Hosting CSE: shall check if the issuer has the READ permission on the addressed <mgmtCmd> resource. Upon successful validation, the CSE shall retrieve the corresponding attributes of the <execInstance> resource and the references to the sub-resources from its repository and shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
The hosting CSE may be:

· An NCSE.
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Figure 9.110: Illustration of procedures to retrieve an <execInstance> resource
Step 001:
NA shall issue a RETRIEVE request to the NCSE to retrieve an <execInstance> resource.

Step 002:
If the retrieval is allowed, the NCSE can retrieve the execution status or results on the remote entity using existing management protocol (i.e. BBF TR-069).
Step 003:
If the retrieval is allowed, the addressed attributes of the <execInstance> resource shall be retrieved from the repository of the NCSE.
Step 004
A response shall be returned to NA.

List of procedure specific exceptions:

Step 002:
If the retrieval is not allowed or the specific <execInstance> resource does not exist in the NCSE, Step 003 shall be skipped and a proper error code shall be returned to NA in Step 004.
9.3.2.24.9 Delete <execInstance>
The M2M Network Application uses this procedure to delete an existing <execInstance> resource.

Issuer: shall request to delete an existing <execInstance> resource by using a DELETE verb. The request shall address the specific "<execInstance>" resource of an <mgmtCmd> on the hosting CSE.

The issuer shall be:

· An M2M NA.

NOTE 1:
The hosting CSE in the network domain may also delete an <execInstance> resource locally by itself. This internal procedure is out of scope.

NOTE 2:
The <execInstance> resource may also be deleted in the hosting CSE by other offline provisioning means which are out of scope.

Hosting CSE: shall check if the issuer has the DELETE permission on the addressed <execInstance> resource. Upon successful validation, the hosting CSE shall remove the resource from its repository. If the <execInstance> is not finished on the remote entity and it is cancellable, the hosting CSE shall also use existing management protocol
(i.e. BBF TR-069 CancelTransfer RPC) to cancel the corresponding management currently initiated at the remote entity. Then the CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.
The hosting CSE shall be:

· An NCSE.
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Figure 9.111: Illustration of procedures to delete an <execInstance> resource by an NA

Step 001:
An NA shall issue a DELETE request to the NCSE to delete an <execInstance> resource.
Step 002:
If the <execInstance> is not finished yet and it is cancellable, the NCSE shall cancel the <execInstance> from the remote entity using corresponding management procedures in existing management protocol (i.e. CancelTransfer RPC in BBF TR-069 [10]). If the <execInstance> is already complete or it is not cancellable, Step 002 shall be skipped.

Step 003:
The <execInstance> resource shall be deleted from the repository of the NCSE.

Step 004:
A response shall be returned to NA.

List of procedure specific exceptions:

Step 001:
If the deletion is not allowed or the specific <execInstance> resource does not exist in the NCSE, steps 002-003 shall be skipped and a proper error code shall be returned to NA in step 004.
Step 002:
If the corresponding initiated commands cannot be deleted from remote entity due to some reason (e.g. not found), step 003 shall still be performed and a successful response with the proper indication shall be returned to NA in step 004.
9.3.2.24.10 Cancel <execInstance>
The M2M NA uses this procedure to disable/stop/cancel an initiated management command execution on the remote entity through an existing <execInstance> resource on the hosting CSE.

Issuer: shall request to disable/stop/cancel an initiated management command execution which is represented by an existing <execInstance> resource by using an UPDATE verb. The UPDATE request shall address the execDisable attribute without any payload.

The issuer shall be:

· An M2M NA.

Hosting CSE: shall check if the issuer has the WRITE permission on the addressed <mgmtCmd> resource. Upon successful validation, the hosting CSE shall perform command conversion and mapping, then use existing management protocol (i.e. BBF TR-069) to cancel the corresponding management command execution initiated on the remote entity over Y reference point. And the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1. The response may also contain command cancellation results.

The hosting CSE shall be:

· An NCSE.
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Figure 9.112: Illustration of procedures to cancel a management command
execution instance on a remote entity

Step 001:
To cancel a management command initiated on a remote entity (D/GCSE), an NA shall issue an UPDATE request to the NCSE to trigger to cancel a <execInstance>. The UPDATE request shall address to "<execInstance>/execDisable" without any payload.

Step 002:
If the cancellation is allowed, NCSE will do command conversion and mapping.

Step 003:
The NCSE shall cancel the <execInstance> from the remote entity using corresponding management procedures in existing management protocol (i.e. CancelTransfer RPC in
BBF TR-069).

Step 004:
The NCSE shall delete the corresponding <execInstance> resource.

Step 005:
A response shall be returned to NA.
List of procedure specific exceptions:

Step 002:
If the execution is not allowed or the specified <execInstance> resource does not exist in the
NCSE or the <execInstance> is finished, step 003 and step 004 shall be skipped and a proper error code shall be returned to NA in step 003.
Step 003:
If the corresponding management command cannot be executed in remote entity due to some reason, step 004 will still be performed.

9.3.2.25 
9.3.2.25.1 

9.3.2.25.2 


9.3.2.25.3 

9.3.2.25.4 

9.3.2.26 Notification Channel Management
9.3.2.26.1 Introduction
The procedures described below only apply for the case where the channelType is long-polling.

The <notificationChannel> resource offers a method for a client (CSE or application) that is not server capable to receive (semi-) asynchronous notifications the client has subscribed for. The method described here is based on blocking requests and often referred to as "long polling". The notifications are conveyed through a common notification channel and before a "long polling" request can be invoked a notification channel must first be established.
The notification channel is created by creating a resource on the CSE which acts as a notification server. In addition to the URI of the created notification channel, the hosting CSE will provide two other URIs in the response. The issuer now uses this first URI as the contact URI when subscribing for notifications. A single notification channel may handle notifications from several resources and from several CSEs. Each CSE will send subsequent notifications using this contact URI pointing to the CSE acting as the notification server. In case the CSE where the subscription resides and the CSE acting as the notification server are the same entity, these notifications are internal.
The second URI is used to retrieve the notifications from the notification server using the "long-polling" mechanism. In the long polling mechanism a client does a long-polling request to which the server does not respond until a notification for that client becomes available. The server sends notifications as responses to this long polling request. The client immediately starts the next long-polling request to receive subsequent notifications. The problem with this mechanism is that a request cannot remain open indefinitely, due to network policies. Therefore, the server will also send an empty notification after a determined period. This will inform the client to do a new long polling request.

When the CSE acting as notification server performs the correlation between contactURI and long-polling URI for the notification channel, i.e. when it receives a notification from an CSE on a contactURI, it conveys the notification to the client with the response to the corresponding pending "long-polling" request.

A notification channel has certain time-to-live and will automatically be refreshed when accessed by a client by doing a "long-polling" request. The lifetime of a notification channel in case of inactivity is decided by CSE policy.

The design of the present document is done in such a way that it allows for the possibility to add support for other notification methods in addition to long-polling.

It should be noted that in order not to dicseose underlying network topology, the CSE acting as notification server may send the client a mapped version of the real call-back address. In opposite direction, in such cases when the server receives such mapped URI, it will apply de-mapping of the URI before it can be used. How this mapping and de-mapping is performed on the server is out of scope for the present document.

9.3.2.26.2 Create <notificationChannel>
This procedure is used for creating a new notification channel for a client.
Issuer: shall request to create the <notificationChannel> resource using a CREATE verb. The request shall address a parent resource. The issuer provides a channelType of "long polling" and related channelData. Although the specification does allow other types of channels to be established, only the long-polling type is defined at the moment.
Hosting CSE: shall validate the received request. Creation shall only be allowed if the issuer is allowed according to the access rights of the addressed resource. This effectively means that if the addressed resource is <cseBase>/<application> the issuer must correspond to <application>. If the addressed resource is <cseBase>/<cse>, the issuer must correspond to the <cse> resource.

The hosting CSE shall allocate a contactURI, a long-polling URI and then create a <notificationChannel> resource and gives it an expiration time according to server policies. The expiration time is not exposed to the client. The hosting CSE shall return a successful response that contains the representation of the newly created <notificationChannel> resource.

Issuer: shall initiate long polling request which shall address the returned <notificationChannel> resource. The long polling request is a RETRIEVE request with no contact.

Hosting CSE: shall validate the issuer of the long polling request. Only the original creator of the <notificationChannel> shall be allowed to perform the long polling request.

The issuer now may use the contactURI provided as part of the notification channel representation in any <subscription> resource. And it can use the long-polling URI for its long polling request. These two actions (subscribing and starting the long polling) can be done in any order, but it should be noted that the long-polling must start before the notification channel expires.
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Figure 9.113: Procedures for <notificationChannel> create

Step 001:
The Issuer requests to the Hosting CSE to create a <notificationChannel>.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to create the <notificationChannel> resource.

Step 003:
The Hosting CSE responds positively to the request with the notification channel resource URI and the <notificationChannel> resource representation which includes the contactURI and the long polling URI.

Step 004:
The Issuer initiates a long polling request with a long polling URI obtained in step 003 returned as part of the <notificationChannel>.

Step 005:
The hosting CSE waits for notifications. These can either be internal (from the same CSE) or external (from another CSE).

Step 006:
The Issuer creates a subscription using the contactURI obtained in step 003 according to procedures described in clause 9.2.3.23.

Step 006 can be repeated multiple times.

Steps 004-005 and the step 006 can be initiated in a different order.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to create the resource. The Hosting CSE responds with an error.

Step 002:
The request contains a not supported channelType. The Hosting CSE responds with an error.

Step 004:
If the issuer waits too long with the long polling request the <notificationChannel> resource is removed by the hosting CSE. In such a case a subsequent request addressing the notification channel or the long polling URI will result in a "not found" error response.

9.3.2.26.3 Retrieve <notificationChannel>
This procedure is used to retrieve the attributes of a <notificationChannel> resource.
Issuer: shall issue a request to retrieve the information of a <notificationChannel> resource, using the RETRIEVE verb. The request shall address an <notificationChannel> resource of an CSE as defined in clause 9.2.3.35. The request can address the complete <notificationChannel> resource or it can address an individual attribute in the <notificationChannel> resource.

Hosting CSE: shall validate the received request. Retrieval shall only be allowed if the issuer is either the cseBase of the hosting CSE or the original creator of the <notificationChannel> resource. If the complete resource was addressed, the hosting CSE shall return a representation of the notificationChannel resource, with all the attributes defined in the <notificationChannel> resource. If an individual attribute is addressed, only the value of that attribute shall be returned. The hosting CSE shall return a generic response as indicated in clause 9.3.2.20.
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Figure 9.114: Procedures for <notificationChannel> retrieve

Step 001:
The Issuer requests to the Hosting CSE to retrieve a <notificationChannel>.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to retrieve the <notificationChannel> resource.

Step 003:
The Hosting CSE responds positively to the request with the representation of the resource.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to retrieve the resource. The Hosting CSE responds with an error.

9.3.2.26.4 Update <notificationChannel>
This operation is not applicable.

9.3.2.26.5 Delete <notificationChannel>
This procedure is used to delete a specific <notificationChannel> resource.

Issuer: shall issue a request to delete a <notificationChannel> resource using the DELETE verb. The request addresses a <notificationChannel> resource of an CSE as defined in clause 9.2.3.35.

Hosting CSE: shall validate the received request. Delete shall only be allowed if the issuer is the <cseBase> or the original creator of the <notificationChannel> resource. The hosting CSE then shall delete the addressed <notificationChannel> resource. As a result, the long polling URI and the contact URI also shall become invalid. The hosting CSE shall return a generic response.
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Figure 9.115: Procedures for <notificationChannel> delete

Step 001:
The Issuer requests to the Hosting CSE to delete a <notificationChannel>.

Step 002:
The Hosting CSE shall check if the Issuer is authorised to delete the <notificationChannel> resource.

Step 003:
The Hosting CSE responds positively to the request.

Step 004:
The issuer addresses the long polling URI provided as part of the deleted notification channel.

Step 005:
The Hosting CSE sends an "not found" error response.

List of main procedure specific exceptions:

Step 002:
The Issuer is not authorised to delete the resource. The Hosting CSE responds with an error.

9.3.2.26.6 Long polling based notifications delivered to issuer
This procedure is used to deliver notifications to the client using the notification channel resource. The pre-condition is that the application already created the <notificationChannel> resource (according to clause 9.3.2.26.2).

Issuer: shall issue a long polling request to the long-polling URI provided as a part of the notification channel creation. Note that this URI does not represent an actual resource that is represented in the resource structure. It does not have its own representation and does not have things like modification time or e-tags.

Hosting CSE: shall validate the issuer of the long polling request. Only the original creator of the <notificationChannel> is allowed to perform the long polling request. The Hosting CSE shall block the request until either a timeout occurs or until the notification is received.

The issuer shall subscribe to one of more resources using the subscription procedure defined in clause 9.2.3.19. The URI provided by the <notificationChannel> resource shall be used as a contact URI for the subscription. The CSE that hosts the subscription may or may not be the same as the CSE hosting the notification channel.

Note that the order of subscription and the initiation of long polling is not fixed, i.e. it is allowed to first issue a long polling request and then subscribe using the relevant contact URI. In fact, that order would provide less chance of missing the long polling deadline, since the notification channel will expire if not used.

Hosting Subscribed-to CSE: If a notification shall be sent (i.e. if a subscribed-to resource is modified), the subscribed-to CSE shall send a notification to the provided contact URI. If the subscribed-to CSE and the CSE hosting the notification channel (the notification server CSE) are different entities, this signalling is done using the Y REST API. If both are the same CSE, this signalling can be completely internally.

Hosting CSE: shall locate the notification channel resource corresponding to the contact URI. If a long polling is active for the long-polling URI corresponding to this notification channel, then the hosting CSE shall respond to the long polling request with a response that includes the notification data.

If no corresponding long polling is active when the notification is received, the notification itself is blocked for a short while, i.e. no response is returned to the subscribed-to CSE. The Issuer only has a limited time during which there is no active long polling, so if no long polling request is received in time, an error response is returned to the subscribed-to CSE.

Issuer: shall processes the response, and issue a new long polling request. The issuer has to initiate a new long polling request within a certain time.

There may be an enforced delay between the response and the next long polling request as well as a minimum time allowed for sending a new long polling request.
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Figure 9.116: Procedures for long polling and notifications

Step 001-003:
The issuer creates a <notificationChannel> resource and obtains a contact URI and a long polling URI, see clause 9.3.2.26.2.

Step 004a:
The issuer performs a long polling request using the polling URI provided as part of the created notification channel.

Step 005:
The hosting CSE blocks the request, i.e. does not send a response yet.

Step 006-010:
The issuer creates a subscription using the subscription procedure as described in clause 9.2.3.19. The contact URI used in the subscription is the one obtained from an earlier created notification channel. The subscription can be created on the local CSE and co-located with the notification channel. Or the subscription can be created on a remote CSE.

Step 011a:
After some time an event happens that triggers the subscribed-to CSE to send a notification using the contactURI obtained from the notification channel. If the subscribed-to CSE and the hosting CSE for the notification channel are the same, the notification is hosted internally, otherwise it is transported over the Y.

Step 012:
The hosting CSE correlates the contact URI to a notification channel and checks if there is a long polling request active on the long polling URI associated with that notification channel resource.

Step 011b:
The hosting CSE sends a success response to the subscribed-to CSE.

Step 004b:
The hosting CSE sends the notification data to the Issuer in the response to the long polling request.

List of main procedure specific exceptions:

Step 004:
The long polling URI is no longer valid since the notification channel expired. A "not found" error response is returned and the procedure ends.

Step 005:
No notification is received from the subscribed-to CSE within a certain time. The hosting CSE returns an empty response, and the sequence continues from step 010, i.e. the Issuer immediately issues a new long polling request.

Step 012:
The contact URI does not correspond to an existing notification channel URI. In this case a "not found" result is returned to the subscribed-to CSE and the sequence continues from the previous step.

Step 012:
No long polling request is active for the correlated notification channel. In this case the notification channel CSE waits for a limited time until a new long polling request is received and the flow continues from the next step. If the long polling request is not received within this time, an error response is returned to the subscribed-to CSE.

9.3.2.27 Resource Discovery
9.3.2.27.1 Introduction
The resource discovery procedures allow discovering of resources residing on an CSE. The use of filter criteria allows to limit the scope of the results. Filtering shall be performed on a subset of the offered resources' attributes using a query string. A match, that may include ranges, may be performed on the query string, and a successful response may be returned with a URI(s) list for resources that contains the matching attributes.

Resource discovery shall be done through the use of the following well known resourceURI: <cseBase>/discovery using the Retrieve method. The result shall be returned back to the issuer as part of the reply. The resource discovery procedures shall identify all matching resources from the entire hierarchy under <cseBase> (default behaviour). Optionally the discovery method may specify a prefix under which the discovery is performed. Other optional parameters may include the size of the answer (upper limit). The Hosting CSE may also implement a configured upper limit on the size of the answer. In such a case when both the issuer and the Hosting CSE have the upper limit, the upper limit in the Hosting CSE shall take precedence.

9.3.2.27.2 Resource discovery
This procedure shall be used for the discovery of resources under <cseBase> that match the provided filter criteria. The discovery result shall be returned to the issuer using a successful message.

Issuer: requests to discover (using Retrieve method) resources under a well known resource: <cseBase>/discovery. The issuer shall provide the <cseBase>/discovery well known URI in the request message. Filter criteria may be provided as a parameter by the issuer.

Hosting CSE: shall validate the received request and the validity of provided request parameters, The Hosting CSE shall respond to the issuer with the appropriate URIs list of discovered resources in the hosting CSE. If filter criteria is provided in the request, the Hosting CSE uses it identifying the resources whose attributes mach the filter criteria.

As a default behaviour the discovery procedure shall identify all matching resources from the entire hierarchy under <cseBase>. Optionally the Issuer may specify a prefix under which the discovery is performed.

If the size of the URI list is bigger than the Issuer requested size or the server configured size, then the full list is not returned. An incomplete list is returned and an indication is added in the response for warning the device. All the items of the returned list have to be valid resourceURIs, in particular the last one that has not to be truncated due to a too large size of the list.

The Hosting CSE shall not provide the actual content of the discovered resources.
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Figure 9.117: Discovery procedure message flow

Step 001:
The issuer sends a request to the Hosting CSE for resource discovery using the Retrieve method.

The Issuer shall use <cseBase>/discovery well known URI in the request.

Step 002:
The Hosting CSE checks the validity of the request. The Hosting CSE builds the URI list of the corresponding resources.

Step 003:
The Hosting CSE returns a success Discovery response to the Issuer. The response contains the URI list of discovered resources.

List of main procedure specific exceptions:

Step 001:
The request contains invalid parameters.

Step 001:
The requesting Application or CSE is not registered.

9.3.2.28 Announce/De-Announce
This clause describes different procedures for announcing and de-announcing resources. It is assumed that prior to any of the procedures described below, the Issuer that performs the request has been properly Authenticated and Authorized.

9.3.2.28.1 Procedures to Announce Resource
9.3.2.18.1.1
Introduction

These procedures shall be used to announce a resource to all potential Announced-to CSEs, and are split between interaction on the X, interaction on the Y and interaction on the Y’. An CSE may announce a resource only to CSEs to which it has registered and which are able to accept the announcement request.

The procedure to announce a resource may be triggered on the X reference point or on the Y. If the original issuer is an application then the announcement shall be triggered on the X and then executed on the Y. If the original issuer is an CSE then the announcement shall be triggered and executed on the Y. In the case, the original issuer is the CSE an application may subscribe to be notified of the status of the announcement.

9.3.2.18.1.2
Announce on X
Issuer: An application (DA, GA, NA) can request to announce a resource to other CSEs by changing the appropriate attribute of this resource.

The trigger of the announce procedure may be the registration of the Issuer to its Local CSE, the creation of a new resource(s) on the Local CSE, or an update of a resource(s) on the Local CSE. 

The issuer may provide an announce attribute containing the type of announcement it is requesting, if any. The contents may include information regarding:

· The scope of the announcement (that is, if the announcement is to be made to specific CSEs, or if this decision is left to the local CSE).
· Whether the announce operation needs to be confirmed to the issuer.
a)
Note that this should be added for all interface procedures. Mainly needed for CoAP binding.
· Announcement enabled (either ACTIVE or INACTIVE). This allows the attribute list to be populated, but without performing the announcement.
Inactive shall only be allowed at resource creation and shall be used to prevent the CSE to announce the resource, until activated. Once activated Inactive shall not be permissible.

b)
The attribute list may be provided by an application:

· At registration and applicable to all announceable resources created by the issuer on its Local CSE. (Default attribute list):

· Announceable resources may provide their own attribute list, in which case the default is not used.

· Changes to the initial default attribute list are not propagated to previously created announceable resources. New announceable resources will use the updated default attribute list.

· For each resource created by the issuer on the Local CSE. 

The issuer may modify the announce attribute list using an UPDATE to the resource.

Local CSE: The local CSE shall validate the received request. It shall trigger an Announce on Y procedure, only if the issuer is authorized to perform the received request according to the accessRights. The Local CSE returns a generic response according to clause 9.3.1.1.

9.3.2.18.1.3
Announce on Y
Hosting CSE: Based on the announce attribute list, the Hosting CSE announces a resource to the Announced-to CSE on Y using CREATE. The Hosting CSE forms the announced resource and sends an "announce resource" request to the Announced-to CSE, that includes the search strings and the link to the original resource. The Hosting CSE shall be able to announce the same resource to multiple CSEs. Unless specified in the announce attribute list, the Hosting CSE shall decide to which CSEs to announce to. Also, it is the responsibility of the Hosting CSE to provide the appropriate expiration time.

There are a few alternatives for the Response message, which will be sent depending on the issuers request as indicated in the bullets below:

· When the original issuer is an application and it does not indicate to which CSEs to announce to, the Hosting CSE sends a response to the original issuer (on the X/X) prior to the completion of the announced procedure (on the Y). The Hosting CSE decides when and to which CSEs to announce to (shown in Figure 9.118).

· When the original issuer is an application and it indicates to which CSEs to announce to, the Hosing CSE responds after it has completed announcing the resource to all indicated CSEs, thereby providing the issuer an indication of the status of the announced resources (shown in the Figure 9.119). The response shall provide a list of the CSEs that were announce to successfully.

· The announce request may indicate that no confirmation is required, therefore no response needs to be sent.

NOTE:
Only in an UPDATE (on the X) of the AnnounceTo attribute without confirmation a no response is required. In any case that a CREATE is used (on the X) a response will always be generated. Currently on the Y a response is always required.

Announced-to CSE: The Announced-to CSE shall validate the received request and it shall create an announced resource with the specified attributes. Creation shall only be allowed if the Hosting CSE is authorized to create a child resource according to the accessRight defined. If the creation is successful, the Announced-to CSE shall return a successful response to the Hosting CSE, which includes an identifier (e.g. URI) of the created Announced Resource. If the creation is not successful the Announced-to CSE shall return an appropriate error message. Generic responses are indicated in clause 9.3.1.1.

Every "CREATE" on this Reference Point, Y, is for a single announce to an CSE.

In the case that the issuer may want to know to which CSEs the resource is announced to, it can subscribe.
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Figure 9.118: Illustration of Procedures to Announce Resources
w/ immediate Response

Step 001:
To announce a resource, the issuer shall issue a CREATE or UPDATE request. The issuer is an application and the receiver is the local CSE (Local CSE may also be the Hosting CSE). If the trigger of the announcement is due to the registration of an application or the creation of a new resource a CREATE request is issued. If the trigger of the announcement is due to an update of a resource an UPDATE request is issued.

Step 002:
If the announce request is allowed by the Local or Hosting CSE, the resource shall be created or updated. If no characteristics are provided by the issuer, the resource shall be created with default characteristics determined by the addressed CSE.

Step 003:
A generic result shall be returned as a response to the issuer, confirming that the issuer is authorized to perform the received request. The Local / Hosting CSE sends this response prior to the completion of the announce procedure and decides when and to which CSEs to announce to.

Step 004:
The Local / Hosting CSE shall trigger an Announce procedure on the Y.

Step 005:
The Local / Hosting CSE forms the announced resource and sends a CREATE request to the Announced-to CSE on the Y. The same resource may be announced to multiple CSEs using the same procedure.

Step 006:
The Announced-to CSE shall validate the received request and then create an announced resource with the specified attributes if the Local / Hosting CSE is authorized.

Step 007:
The Announced-to CSE shall return a response indicating if the creation was successful or unsuccessful.

Steps 005-007:
Repeated for each CSE on the list to be announced to. The Announced-to list may be provided by the issuer (NA / DA/ GA) or decided by the Local / Hosting CSE.

List of main procedure specific exceptions:

Step 002:
The requesting application is not registered. Steps 004 - 007 are not performed.

Step 002:
The requesting application does not have the authorisation to create this resource. Steps 004 - 007 are not performed.

Step 002:
The provided characteristics are not acceptable to the Local / Hosting CSE. Steps 004 - 007 are not performed.

Step 006:
The requesting CSE is not registered.

Step 006:
The requesting CSE does not have the authorisation to create this resource.

Step 006:
The provided characteristics are not acceptable to the Announced-to CSE.
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Figure 9.119: Illustration of Procedures to Announce Resources
w/ delayed Response

Step 001:
To announce a resource, the issuer shall issue a CREATE or UPDATE request. The issuer is an application and the receiver is the local CSE (Local CSE may also be the Hosting CSE). If the trigger of the announcement is due to the registration of an application or the creation of a new resource a CREATE request is issued. If the trigger of the announcement is due to an update of a resource an UPDATE request is issued.

Step 002:
If the announce request is allowed by the Local or Hosting CSE, the resource shall be created or updated. If no characteristics are provided by the issuer, the resource shall be created with default characteristics determined by the addressed CSE.

Step 003:
The Local / Hosting CSE shall trigger an Announce procedure on the Y.

Step 004:
The Local / Hosting CSE forms the announced resource and sends a CREATE request to the Announced-to CSE on the Y. The same resource may be announced to multiple CSEs using the same procedure.

Step 005:
The Announced-to CSE shall validate the received request and then create an announced resource with the specified attributes if the Local / Hosting CSE is authorized.

Step 006:
The Announced-to CSE shall return a response indicating if the creation was successful or unsuccessful.

Steps 004-006:
Repeated for each CSE on the list to be announced to. The Announced-to list may be provided by the issuer (NA / DA/ GA) or decided by the Local / Hosting CSE.

Step 007:
The Local / Hosting CSE sends this response after completion of the announce procedure and provides a list of the CSEs that were announced to successfully.

List of main procedure specific exceptions:

Step 002:
The requesting application is not registered. Steps 003 - 006 are not performed and Step 007 is performed.

Step 002:
The requesting application does not have the authorisation to create this resource. Steps 003 - 006 are not performed and Step 007 is performed.

Step 002:
The provided characteristics are not acceptable to the Local / Hosting CSE. Steps 003- 006 are not performed and Step 007 is performed.

Step 005:
The requesting CSE is not registered.

Step 005:
The requesting CSE does not have the authorisation to create this resource.

Step 005:
The provided characteristics are not acceptable to the Announced-to CSE.
9.3.2.18.1.4 Announce on Y’
Note that this procedure is applicable only for Procedure 2 as per Section 6.5.

Announce on Y’ shall be applicable up to a maximum of three hops (as per section 9.3.1.3). That is, resources that can be announced from the Announcing CSE shall comply to either of the below conditions

· Should be directly registered to the Announcing CSE over Y interface
· Should be an announced resource at the Announcing CSE (which was announced over the Y interface).
The following resources can be announced over Y’ reference point: <application>, <container>, <locationContainer>, <group>, <cseAnnc> and <accessRight>.

Announcing NCSE: Based on the announce attribute list, the Announcing CSE announces a resource to the Announced-to NCSE on Y’ using CREATE. If the resource is hosted on the Announcing NCSE (for example, NA), the Announcing NCSE forms the announced resource and sends an "announce resource" request to the Announced-to CSE, that includes the search strings and the link to the original resource. If the resource is an announced resource at the Announcing NCSE, the Announcing NCSE shall announce it to the Announced-to NCSE according to the announceTo attribute in the announced resource.. 

The Announce over Y’ may include announcing of CSEs, using the cseAnncs collrection and <cseAnnc> resource defined in clauses 9.2.3.38 and 9.2.3.39. When the NCSEs in different domains performed NCSE-NCSE registration (see clause 9.3.2.6.2), a <cse> resource is created under the registered-to NCSEs. The announced CSEs shall be stored under the <cse> resource created after registration. For example, if NCSE1 registered to NCSE2, and GCSE1 is registered to NCSE1 and indicated that it can be announced to any CSEs, NCSE1 will do the Announce over Y’ for the <gcse1> resource. The announced GCSE1 resource will be <GCSE1Annc> stored under   <ncse2Base>/cse<NCSE1>/cse<gcse1Annc>. 

The Announcing NCSE shall be able to announce the same resource to multiple NCSEs. Unless specified in the announce attribute list, the Announcing NCSE shall decide to which CSEs to announce to. For resources hosted on the Announcing NCSE, it is the responsibility of the Announcing NCSE to provide the appropriate expiration time. For resources announced to the Announcing NCSE, NCSE the announced resource already has the expiration time as an attribute. 

The Announced-to NCSE may provide immediate or delayed responses as described in clause 9.3.2.18.1.3. 

Announced-to NCSE: The Announced-to NCSE shall validate the received request and it shall create an announced resource with the specified attributes. Creation shall only be allowed if the Announcing NCSE is authorized to create a child resource according to the accessRight defined. If the creation is successful, the Announced-to NCSE shall return a successful response to the Announcing CSE, which includes an identifier (e.g. URI) of the created Announced Resource. If the creation is not successful the Announced-to CSE shall return an appropriate error message. Generic responses are indicated in clause 9.3.1.1.
Figure 9.119a illustrates the Announce procedure over Y’ with immediate Response. For the case with delayed Response, it follows the same mechanism as described in clause 9.3.2.18.1.3. 
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Figure 9.119a: Illustration of Procedures to Announce Resources
w/ immediate Response over Y’
Step 001:
Over the X or X reference points, the issuer is an application and the receiver is the local CSE (Local CSE may also be the Hosting CSE). To announce a resource, the issuer shall issue a CREATE or UPDATE request. If the trigger of the announcement is due to the registration of an application or the creation of a new resource a CREATE request is issued. If the trigger of the announcement is due to an update of a resource an UPDATE request is issued.

Over the Y reference point, the issuer is D/GCSE. To announce a resource, the issuer shall issue a CREATE request to the NCSE. 
Step 002:
If the announce request is allowed by the issuer, the resource shall be created or updated. If no characteristics are provided by the issuer, the resource shall be created with default characteristics determined by the addressed NCSE.

Step 003:
A generic result shall be returned as a response to the issuer, confirming that the issuer is authorized to perform the received request. The Announcing NCSE sends this response prior to the completion of the announce procedure and decides when and to which NCSEs to announce to.

Step 004:
The Announcing NCSE shall trigger an Announce procedure on the Y’.

Step 005:
The Announcing NCSE sends a CREATE request to the Announced-to NCSE on the Y’. The same resource may be announced to multiple NCSEs using the same procedure.

Step 006:
The Announced-to NCSE shall validate the received request and then create an announced resource with the specified attributes if the Announcing NCSE is authorized.

Step 007:
The Announced-to NCSE shall return a response indicating if the creation was successful or unsuccessful.

Steps 005-007:
Repeated for each NCSE on the list to be announced to. The Announced-to list may be provided by the issuer (NA / DA/ GA) or decided by the Announcing NCSE.

List of main procedure specific exceptions:

Step 002:
The requesting application is not registered. Steps 004 - 007 are not performed.

Step 002:
The requesting application does not have the authorisation to create this resource. Steps 004 - 007 are not performed.

Step 002:
The provided characteristics are not acceptable to the Announcing NCSE. Steps 004 - 007 are not performed.

Step 006:
The Announcing NCSE is not registered.

Step 006:
The Announcing NCSE does not have the authorisation to create this resource.

Step 006:
The provided characteristics are not acceptable to the Announced-to NCSE.
9.3.2.28.2 Procedures to Update Announced Resources
This procedure is used to update a previously announced resource. The update may occur only on the Y Reference Point, or it may involve the XReference Points when any change in the original resource results in a change of the announced resource.

9.3.2.18.2.1
Update Announced Resources on X/X
When an application requests changes in its created resource on the Local CSE (Hosting CSE), this may trigger the Hosting CSE to update of an announced resource. This update is only necessary when the searchStrings, accessRightID of the original resource changes. For example, there may be a content change in the original resource, and this can cause the change of searchStrings in an announced resource.

Refer to clause 9.3.2.8 Application Management for the detailed procedures on change of application resources.

9.3.2.18.2.2
Update Announced Resources on Y
Issuer (Hosting CSE): composes a request message to update an announced resource using the UPDATE verb on the Y Reference Point. Only the Hosting CSE which announced the resource previously can update the announced resource.

Announced-to CSE: updates the announced resource according to the request. If the update of the announced resource succeeded, it shall return the success code to the Issuer (Hosting CSE). Otherwise, it shall return an error code.
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Figure 9.120: Illustration of Procedures to Update an Announced Resource

Step 001:
A trigger to update an announce resource is generated due to a change in either the searchStrings or accessRightID of the original resource.

Step 002:
The Hosting CSE forms the announced resource and sends an UPDATE request to the Announced-to CSE on the Y.

Step 003:
The Announced-to CSE shall validate the received request and then update the announced resource with the specified attributes if the Hosting CSE is authorized.

Step 004:
The Announced-to CSE shall return a response indicating if the update was successful or unsuccessful.

List of main procedure specific exceptions:

Step 003:
The requesting CSE is not registered.

Step 003:
The requesting CSE does not have the authorisation to update this resource.

Step 003:
The provided characteristics are not acceptable to the Announced-to CSE.
9.3.2.18.2.3 Update Announced Resources on Y’
Note that this procedure is applicable only for Procedure 2 as per Section 6.5.
Announcing NCSE: composes a request message to update an announced resource using the UPDATE verb on the Y’ Reference Point. Only the Announcing NCSE which announced the resource previously can update the announced resource.
A trigger to update an announce resource is generated due to a change in either the searchStrings or accessRightID of the original resource. It can be change of an announced resource at the Announcing NCSE. 
Announced-to NCSE: updates the announced resource according to the request. If the update of the announced resource succeeded, it shall return the success code to the Announcing NCSE. Otherwise, it shall return an error code.
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Figure 9.120a: Illustration of Procedures to Update an Announced Resource over Y’
Step 001:
A trigger to update an announce resource is generated due to a change in either the searchStrings or accessRightID of the original resource.

Step 002:
The Announcing NCSE forms the announced resource and sends an UPDATE request to the Announced-to CSE on the Y’.

Step 003:
The Announced-to NCSE shall validate the received request and then update the announced resource with the specified attributes if the Announcing NCSE is authorized.

Step 004:
The Announced-to CSE shall return a response indicating if the update was successful or unsuccessful.

List of main procedure specific exceptions:

Step 003:
The Announcing NCSE is not registered.

Step 003:
The Announcing NCSE does not have the authorisation to update this resource.

Step 003:
The provided characteristics are not acceptable to the Announced-to NCSE.
9.3.2.28.3 Procedures to De-Announce Resources
These procedures are used to de-announce a previously announced resource. De-announce can be implicit if the Announced Resource has an expiration time. De-announcing a previously announced resource shall not have any impact on the original resource.

9.3.2.18.3.1
De-Announce on X
Issuer: An application (DA,GA, NA) may request to de-announce previously announced resources. The triggers of de-announce could be that the Issuer performed an update or delete to the original resource.

Local CSE: The Local CSE shall validate the received request. It shall trigger a De-Announce on Y procedure, only if the issuer is authorized to perform the received request according to the accessRights. The Local CSE returns a generic response to the Issuer according to clause 9.3.1.1.

The Local CSE may respond to the De-Announce request on the Xwithout waiting for the results from the Y Reference Point. If De-Announce is triggered by the deletion of the original resource, the Local CSE shall respond immediately. Alternatively, the Hosting CSE may respond after it has completed de-announcing the resource on Y, thereby providing the issuer an indication as to the status of the de-announced resources (shown in the Figure 9.121).

9.3.2.18.3.2
De-Announce on Y
Hosting CSE: The Hosting CSE may decide to De-Announce a resource as a result of an expiration of the announcement, or based on triggers from the Issuer (change of announce attribute list). The Hosting CSE sends a "De-Announce" request message using DELETE, over the Y Reference Point, to the Announced-to CSE to de-announce a previously announced resource. In the De-Announce request, the Hosting CSE may indicate one or multiple announced resources. It is the responsibility of the Hosting CSE to delete all announced resources.
Announced-to CSE: The Announced-to CSE shall validate the received request and it shall delete the announced resource(s) with the specified attributes. Deletion shall only be allowed if the Hosting CSE is authorized to delete a child resource according to the accessRight defined. If the deletion is successful, the Announced-to CSE shall return a successful response to the Hosting CSE. If the deletion is not successful the Announced-to CSE shall return an appropriate error message. Generic responses are indicated in clause 9.3.1.1.

De-Announce can be implicit if the Announced Resource has an expiration time. A response message may be sent to the Hosting CSE (announcing CSE) to indicate that the announced resource is de-announced. In cases when the Hosting CSE (announcing CSE) is not server capable, the subscription mechanism can be used.
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Figure 9.121: Illustration of Procedures to De-Announce Resources

Step 001:
To de-announce a resource, the issuer shall issue a DELETE or UPDATE request. The issuer is an application and the receiver is the local CSE (Local CSE may also be the Hosting CSE). If the trigger of the de-announcement is due to the deletion of a resource a DELETE request is issued. If the trigger of the de-announcement is due to an update of a resource an UPDATE request is issued.

Step 002:
If the de-announce request is allowed by the Local or Hosting CSE, the resource shall be deleted or updated.

Step 003:
A generic result shall be returned as a response to the issuer, confirming that the issuer is authorized to perform the received request. The Local / Hosting CSE sends this response prior to the completion of the de-announce procedure and decides when to perform the de-announce procedure on the Y.

Step 004:
The Local / Hosting CSE shall trigger a De-Announce procedure on the Y.

Step 005:
The Local / Hosting CSE sends a DELETE request to the Announced-to CSE on the Y. The same resource may be de-announced to multiple CSEs using the same procedure.

Step 006:
The Announced-to CSE shall validate the received request and then delete the announced resource if the Local / Hosting CSE is authorized.

Step 007:
The Announced-to CSE shall return a response indicating if the deletion was successful or unsuccessful.

Steps 005-007:
Repeated for each CSE on the list to be de-announced to. The De-Announced-to list may be provided by the issuer (NA / DA/ GA) or decided by the Local / Hosting CSE.

List of main procedure specific exceptions:

Step 002:
The requesting application is not registered. Steps 004 - 007 are not performed.

Step 002:
The requesting application does not have the authorisation to delete or update this resource. Steps 004 - 007 are not performed.

Step 002:
The provided characteristics are not acceptable to the Local / Hosting CSE. Steps 004 - 007 are not performed.

Step 006:
The requesting CSE is not registered.

Step 006:
The requesting CSE does not have the authorisation to delete this resource.
9.2.3.18.3.3 De-Announce on Y’
Note that this procedure is applicable only for Procedure 2 as per Section 6.5.
Announcing NCSE: The Announcing NCSE may decide to De-Announce a resource as a result of an expiration of the announcement, or based on triggers such as change of announce attribute list. The Announcing NCSE sends a "De-Announce" request message using DELETE, over the Y’ Reference Point, to the Announced-to NCSE to de-announce a previously announced resource. In the De-Announce request, the Announcing CSE may indicate one or multiple announced resources. 
Announced-to NCSE: The Announced-to NCSE shall validate the received request and it shall delete the announced resource(s) with the specified attributes.  Deletion shall only be allowed if the Announcing NCSE is authorized to delete a child resource according to the accessRight defined. If the deletion is successful, the Announced-to NCSE shall return a successful response to the Announcing NCSE. If the deletion is not successful the Announced-to NCSE shall return an appropriate error message. Generic responses are indicated in clause 9.3.1.1.

De-Announce can be implicit if the Announced Resource has an expiration time. A response message may be sent to the announcing  NCSE to indicate that the announced resource is de-announced. In cases when the Announcing NCSE is not server capable, the subscription mechanism can be used.


[image: image130.emf] 

003:  Response  

001:  Issuer requests to  de - announce  (DELE TE  or UPDATE )  

Announcing   N CSE   (Domain  1)   Announced - to   N CSE   (Domain  2)  

005:  De - Announce  resource   (DELETE)  

006:  Delete an nounced  resource(s)  (DELETE)  

007:  Response  

004:  Announcing NCSE  is triggered    to  de - announce the requested  resources  

002:  Local Processing    (Resource Deletion or Updates)    

                  Repeated for each CSE  on list  

X/Y  

Issuer   ( NA , D/GCSE )  

Y’  


Figure 9.121a: Illustration of Procedures to De-Announce Resources over Y’
Step 001:
To de-announce a resource, the issuer shall issue a DELETE or UPDATE request. If the trigger of the de-announcement is due to the deletion of a resource a DELETE request is issued. If the trigger of the de-announcement is due to an update of a resource an UPDATE request is issued.

Step 002:
If the de-announce request is allowed by the Announcing NCSE, the resource (if Announcing NCSE is the Hosting CSE as well) the resource shall be deleted or updated. If the Announcing NCSE has the announced resource, and there are DELETE or UPDATE request to the announced resource, the Announcing NCSE shall delete or update the announced resource. 
Step 003:
A generic result shall be returned as a response to the issuer, confirming that the issuer is authorized to perform the received request. The Announcing NCSE sends this response prior to the completion of the de-announce procedure and decides when to perform the de-announce procedure on the Y’.

Step 004:
The Announcing NCSE shall trigger a De-Announce procedure on the Y’.

Step 005:
The Announcing NCSE sends a DELETE request to the Announced-to NCSE on the Y’. The same resource may be de-announced to multiple CSEs using the same procedure.

Step 006:
The Announced-to NCSE shall validate the received request and then delete the announced resource if the Announcing NCSE is authorized.

Step 007:
The Announced-to NCSE shall return a response indicating if the deletion was successful or unsuccessful.

Steps 005-007:
Repeated for each NCSE on the list to be de-announced to. The De-Announced-to list may be provided by the issuer (D/G/NA, or D/GCSE) or decided by the Announcing NCSE.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered. Steps 004 - 007 are not performed.

Step 002:
The requesting application or CSE does not have the authorisation to delete or update this resource. Steps 004 - 007 are not performed.

Step 002:
The provided characteristics are not acceptable to the Announcing  NCSE. Steps 004 - 007 are not performed.

Step 006:
The requesting NCSE is not registered.

Step 006:
The requesting NCSE does not have the authorisation to delete this resource.

9.3.2.29 Selective resource retrieval

9.3.2.30 In a REST architecture there are parent resources and child resources that are created under parent ones in a number from zero to unpredictable values. In ETSI M2M architecture child resources can be of different types (e.g. cse, application, container, content instance, access right, group, etc.) and number also. When a resource is retrieved the receiver shall send back to the issuer of the request a resource representation of the addressed parent resource added with some representation of allocated child resources.
9.3.2.31 Due to the extremely variable amount of child resources that an ETSI M2M tree can allocate, the amount of data of a resource representation to be retrieved can be very huge when the issuer is a constrained device, for this reason a generic resource retrival procedure can be executed in a selective way providing to the receiver an extra information (e.g. HTTP query parameters) that enable the selection of one of the following answer representation options:
1) Parent only: the answer shall contain only the parent resource representation without any information of child resources.

2) Type and number: the answer shall contain the parent only representation followed by a list of child resource types and the number of allocated ones.
3) Type and identifier: the answer shall contain contain the parent only representation followed by a list of child resource types and the identifier token of allocated ones.
9.3.2.32 The knowledge of a typed list of child resources enables the issuer to individually retrieve the full representation of each child resource.
9.3.2.33 Partial addressing
9.3.2.33.1 Introduction
In REST a resource is normally manipulated in its entirety. I.e. the issuer provides a new representation that replaces the old representation. However, REST does not define a generic, fully specified and widely supported mechanism for modifying the parts of the resource representation in an idempotent way.

An alternative used in the present document is to allow the addressing of data inside the REST resource using principles in the spirit of REST, that is, by allowing REST primitives to operate on parts of the data representation. This is an approach popularized by XCAP, which does allow arbitrary xpath expressions to manipulate parts of the XML representation of a resource. The approach taken here is very similar. I.e. the parts of the resource are identified using normal URIs, where the components correspond to the names of the attributes.

In this way attributes can be DELETEd (e.g. HTTP DELETE), UPDATEd (e.g. HTTP PUT), CREATEd (e.g. HTTP PUT), values can be added to collections (e.g. HTTP POST). And of course the value of a single attribute can be obtained (e.g. HTTP GET).

Partial addressing uses the following conventions:

<resourceURI>/<attributeName> -- addresses the attribute with name <attributeName> contained in the addressed resourceURI.

E.g. <cseBase>/<cse>/searchStrings.

Addresses the list is of searchStrings in the resource <cseBase>/<cse>.
<resourceURI>/<attributeName>[/<subElement>*] -- addresses the data element with name <subElement> inside the attribute with name <attributeName> inside the addressed <resourceURI>.

· If the attribute identified by <attributeName> is a primitive type (e.g. DateTime) or an enumeration type then this type of access does not apply
E.g. <cseBase>/<cse>/creationTime.
· If the attribute identified by <attributeName> is a complex type with multiple elements, the name of the element is the <subElement> component.
E.g. <cseBase>/<cse>/<subscription>/filterCriteria/lastModifiedSince.
· If the attribute identified by <attributeName> is a complex type with a single element that is a collection of a simple type or enumeration, the value of the element is the <subElement> component identifier. If the simpleType is AnyURI, the URI encoded value is used.
E.g. <cseBase>/<cse>/searchStrings/tag1.
· If the attribute identified by <attributeName> is a complex type with a single element which is a collection of elements of complex type, then <subElement> component identifier is the subElement called "id" of the element in the collection.
E.g. <cseBase>/<accessRight>/permissions/<permission>
This way of addressing allows multiple levels. For the next level the same rules apply.
Or 2 levels deep;
E.g. <cseBase>/<accessRight>/permissions/<permission>/permissionFlags/READ
This means that in order to allow multiple levels of addressing elements of complex types that are not leaves (i.e. contain elements of other complex types) must have an subElement called id.

9.3.2.33.2 Retrieve an attribute or part of an attribute
The procedure is used to retrieve a specific attribute or part of an attribute.

Issuer: requests to retrieve an attribute in a resource. The request addresses the URI of the resource and the partial access address identifying the attribute or part thereof, i.e. <resourceURI>/<attributeName>[/<subElementName>]* as described in clause 9.3.1.3.

Hosting CSE: The validation as defined in the appropriate procedure for the retrieve of the specific resource shall apply as well to the retrieval of a specific attribute or part thereof. In particular, if the issuer has the READ permission on the <resourceURI>, it also has the permission to retrieve a specific attribute or part of a specific attribute.

The permission of a resource applies to all attributes within the resource, however the attribute-type shall be considered for the proper authorization. 

After doing the actions specified in the normal retrieve procedure on the resource, the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1, it shall return the value of the specified attribute or part of the specified attribute.

If the attribute does not exist (e.g. because no value was provided for an optional attribute) a "not found" error is returned.

9.3.2.33.3 Delete an attribute
The procedure is used to delete a specific attribute, which may lead to the hosting CSE providing a default value for the attribute.

Issuer: requests to delete an attribute in a resource. The request addresses the URI of the resource and the partial access address identifying the attribute, i.e. <resourceURI>/<attributeName> as described in clause 9.3.1.3. 

Hosting CSE: The validation as defined in the appropriate procedure for the modify procedure of the specific resource shall apply as well to the delete of a specific attribute. In particular, if the issuer has the WRITE permission on the <resourceURI>, it also has the permission to delete a specific attribute.

The CSE shall handle to the request according to Table 9.63.

Table 9.63

	Mandatory in modify request
	Mandatory in resource
	Read-Only
	Hosting CSE action

	NA
	Y
	Y
	Reject the request with a "forbidden" error.

	N
	Y
	N
	Revert the attribute to a default value.

	Y
	Y
	N
	Reject the request with "forbidden" error.

	N
	N
	N
	Remove the attribute from the resource representation.


If the attribute is WO then the request shall be rejected with a “forbidden” error.

After doing the actions specified in the normal modify procedure on the resource, the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.

If the addressed attribute did not exist (e.g. because no value was provided for an optional attribute) a "not found" error is returned.

9.3.2.33.4 Delete a part of an attribute
This procedure is used to modify an attribute by deleting a part of its structured value or an element from its collection.

Issuer: requests to delete part of an attribute in a resource. The request addresses the URI of the resource and the partial access address identifying the a subElement in an attribute, i.e. <resourceURI>/<attributeName>[/subElement]* as described in clause 9.3.1.3.

Hosting CSE: The validation as defined in the appropriate procedure for the modify procedure of the specific resource shall apply as well to the delete of a part of an attribute. In particular, if the issuer has the WRITE permission on the <resourceURI>, it also has the permission to delete a part of a specific attribute.

If the attribute is WO then the request shall be rejected with a “forbidden” error.

If the addressed subElement is an optional element in its parent (i.e. with cardinality [0..1]) then the subElement shall be deleted.

If the addressed subElement is an mandatory element in its parent (i.e. with cardinality [1..1]) then the delete shall be rejected with a "forbidden" error response.

If the addresses subElement is an element in a collection parent (i.e. with cardinality [0..unbounded]) then the element shall be deleted from the collection.

After doing the actions specified in the normal modify procedure on the resource, the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.

If the addressed attribute did not exist (e.g. because no value was provided for an optional attribute) a "not found" error is returned.

9.3.2.33.5 Replace a attribute or part of an attribute
Issuer: requests to replace the value of an attribute or part of an attribute in a resource with a new value. The request addresses the URI of the resource and the partial access address identifying the attribute or part thereof,
i.e. <resourceURI>/<attributeName>[/subElement]* as described in clause 9.3.1.3. The request contains the new value of the attribute or subElement.

Hosting CSE: The validation as defined in the appropriate procedure for the modify procedure of the specific resource shall apply as well to the replace of an attribute or part thereof. In particular, if the issuer has the WRITE permission on the <resourceURI>, it also has the permission to replace a value of a specific attribute or part thereof.

The permission of a resource applies to all attributes within the resource, however teh attribute-type shall be considered for the proper authorization.

If the attribute is an RO or WO attribute, the request shall be rejected with a "forbidden" error.

If the addressed attribute did not exist (e.g. because no value was provided for an optional attribute) the replace shall be interpreted as an add/create of the attribute or subElement, provided the attribute or subElement constitutes a valid attribute or element according to the attributes description.

If the attribute, or part thereof, are not a valid attribute (e.g. <resourceURI>/someNonExistingAttribute) then a "Not Found" shall be returned.

After doing the actions specified in the normal modify procedure on the resource, the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.

9.3.2.33.6 Add new values to collection attribute
Add a value or multiple values to a collection.

Issuer: requests to add a new value to an attribute or subElement collection in a resource. The request addresses the URI of the resource and the partial access address identifying the attribute or part thereof,
i.e. <resourceURI>/<attributeName>[/subElement]* as described in clause 9.3.1.3. The addresses attribute of subElement of must be a collection type. This means that it is complex type which only has one subElement with a cardinality of [0..unbounded]. The request contains a single value or a list of values that shall be added to the collection.

Hosting CSE: The validation as defined in the appropriate procedure for the modify procedure of the specific resource shall apply as well to the delete of a part of an attribute. In particular, if the issuer has the WRITE permission on the <resourceURI>, it also has the permission to add new values to a collection of a specific attribute or subElement.

If the addressed attribute or subElement is not a collection then the request shall be refused with a "method not supported" error response.

If the addressed attribute or subElement is a collection (i.e. with multiplicity [0..unbounded]) then the provided value or values shall be added to the collection.

After doing the actions specified in the normal modify procedure on the resource, the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.

If the addressed attribute did not exist (e.g. because no value was provided for an optional attribute) a "not found" is returned.

9.3.2.33.7 Subscribe to an attribute or part of an attribute
The client subscribes to an attribute or a sub-attribute and is only notified when that specific attribute changes.

Issuer: requests to subscribe to attribute or subElement in a resource. The request addresses the subscriptions child of the resource. The filtercriteria identify the attribute or part thereof, i.e. <attributeName>[/subElement]* as described in clause 9.3.1.3.

Hosting CSE: The validation as defined in the appropriate procedure for the subscribe procedure of the specific resource shall apply. In addition, the hosting CSE shall check that the addresses attribute or subElement exists. If it does not exist, the request is rejected with a "invalid request" error.

After doing the actions specified in the normal subscribe procedure on the resource, the hosting CSE shall respond to the issuer with the appropriate generic responses as indicated in clause 9.3.1.1.

9.3.2.33.8 Notify on an attribute or part of an attribute
The server notifies a client about a change to an attribute or a sub-attribute. As a precondition, the issuer of the subscription should have created a subscription with filter criteria that include a attribute accessor as described above.

Hosting CSE: notifies the subscriber about the change of a resource matching the specified filter criteria as described in clause 9.3.2.12.6. Since the filtercriteria define a path (or attribute accessor), only modifications of the resource that are hierarchically sub-ordinate to the indicated path will be notified.

The notify will contain only that part of the resource structure that would be present in an equivalent partial retrieve using the same attribute accessor.

However, if the attribute or sub-attribute is deleted that is referred to as attributeAccessor in the filtercriteria, then the hosting CSE shall notify the subscriber with a error status of "not found" and terminate the subscription.

Issuer: The actions of the issuer are defined in clause 9.3.2.12.6.
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9.3.2.35 CSE retargeting mechanism
9.3.2.35.1 Introduction
One of the functions of the CSE is to route ETSI M2M messages between M2M applications and other M2M capabilities, after proper verification of relevant access rights. This behaviour requires that the application register an Application Point of Contact (see "aPoC" attribute in the <application> resource tree). If an application does not provide an Application Point of Contact, the CSE retargeting behaviour is not available. 

In addition, if the aPoC attribute is specified, then the application shall also publish a set of Application Point of Contact Paths ("aPoCPaths" attribute), which restricts the CSE retargeting behaviour to only resources addressed by specific sub-paths. The Application Point of Contact Paths are relative to the URI of to the path already registered by the application registration resource.
The depth of the tree of resources that can be addressed using the retargeting is controlled by the aPocHandling attribute in the <cseBase> resource that is negotiated during registration or re-registration for G/DCSE (see create <cse> and update <cse>) or configured for a NCSE. The default handling shall always be ‘SHALLOW’ which means that each application resource that can be addressed using the CSE retargeting mechanism shall be explicitly specified in the aPoCPaths attribute. The exception to this rule, is for large tables, where rows in the table can be addressed without having to specify each row as a separate resource in the aPoCPaths attribute, therefore, it is allowed to address one level deeper than the aPoCPaths indicate to handle the SHALLOW case.

In case the aPocHandling is configured or negotiated as “DEEP” then the any resource ‘behind’ on of the specified paths in the aPoCPath attribute can be addressed.
Each Application Point of Contact Path is a tuple containing:
· a path relative to the URI of the application path resource,
· an optional Access Right identifier., which This applies to all subresources subordinate URIs of under this path. In the absence of such Access Right identifier, the Access Rights of the application registration resource apply.
· An optional searchStrings element, which is used during the discovery.



CSE retargeting happens when the requested resource is not stored in the CSE
· in case of shallow handling:
· if the absolute target resource URI (i.e. the combination of host header and request URI) either matches the URI of the registered application resource, followed by the path element of one of the the aPoCPaths or if it is prefixed by said combination with the limitiation that there is only one path element following the matched prefix.

· in case of deep handling;

· if the absolute target resource URI (i.e. the combination of host header and request URI) is prefixed by the URI of the registered application resource, followed by the path element of one of the aPoCPaths
· when an Access right identifier has been associated to the best matching path element of the aPoCPaths (i.e. longest prefix match), retargeting happens if this Access Right resource grants the requestor access to the target resource. If no accessRightID is associated with the best matching path, the accessRightID of the application registration resource is used to determine if the requestor is allowed to access the target resource.
CSE retargeting is based on the target URI of the request and substitutes the resource URI of the registered application path prefix (as registered by the application to its CSE e.g. /http://gsc1CSE1/dev_app_1/ by the aPoC. The aPocPaths is not used for the replacement, but only to determine accessrights that apply for accessing the resources.
Some examples based on the above resources:
· if the target URI is http://CSE1/dev_app_1/some_none_existing_resource, a "not found" error is returned.
· if the target URI is http://CSE1/dev_app_1/container_1, no retargeting is done and resource container_1 on the CSE is returned.
· if the target URI is http://CSE1/dev_app_1/public/bla, the request is retargeted to coap:[fe80:::f8ff:fe21:67cf]/contactda_1/public/bla, i.e. the http://CSE1/dev_app_1 is replaced by coap:[fe80:::f8ff:fe21:67cf]/contactda_1.
The retargeting is only allowed if the requestor is allowed to perform the requested method according to the accessRightID associated with best matching aPocPath, which in this case is /public, and therefore accessRightID 1234 is used in the authorization of the request.
· If the negotiated apoc handling is “SHALLOW”, then if the target URI is http://CSE1/dev_app_1/public/bla/anotherlevel, the request is rejected since only one path element may follow the matched prefix in case of shallow handling
· If the negotiated apoc handling is “DEEP”, then if the target URI is http://CSE1/dev_app_1/public/bla/anotherlevel, the request is retargeted to coap:[fe80:::f8ff:fe21:67cf]/contactda_1/public/bla/anotherlevel, i.e. the http://CSE1/dev_app_1 is replaced by coap:[fe80:::f8ff:fe21:67cf]/contactda_1.
The accessRightID 1234 applies as before.
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Figure 9.125: Procedures for retargetin
9.3.2.36 Device replacement mechanism
When a new device is introduced to the network to replace an old device for example due to the maintenance reason, the device replacement procedures allow the CSEs to keep the resources that are associated with the old device. These procedures only update different attributes of the resources. 

In order to support M2M device replacement, de-registration procedure should not delete device information in the CSEs. This can be done through sending an indication for the replacement from the device that is going to be removed before the device is de-registered from the attached network.
The initiation of the replacement procedures can be performed through, such as: 

· a pre-configured software in the old device (i.e. the program sends an indication before the device is replaced), 

· a management console (i.e. the administrator sends a command to initiate the procedures) and

· a network application that is allowed to manage the device. 

Editors Note: Gateway replacement mechanism is FFS 

The following procedure shall be used for replacing a device from an existing resource tree.
Issuer of the old device: requests to replace the application resource by using a NOTIFY. 
The Issuer of the old device may be the old device itself or (e.g. if the old device is not operational) any other entity that is permitted to manage the old device.

Hosting CSE: shall validate the received request for replacement. A NOTIFY for replacement shall only be allowed if the issuer is authorized to add / delete / update the <application> resource, according to the accessRights defined for the <application> resource where the request is targeted.

The hosting CSE shall internally mark the application as an application to be replaced so that a DELETE message from the device is not handled as described in the specification. This means that the de-announcing procedure is not performed as described in the clause 9.3.2.18. Instead, the hosting CSE replies a response to the Issuer and wait a message from a new device and starts waiting further request from a new device. 

The hosting CSE may provide a token or an identifier for the replacement in order to distinguish the request from the new device from others. 
Issuer of the new device: requests to register an <application> by using CREATE as the same as the normal Create procedure specified in clause 9.3.2.8.2. However, this Create contains the token or identifier provided by the Hosting CSE. 
The Issuer of the new device is an entity that is permitted to manage the old device

Hosting CSE: shall validate the received request for replacement. The hosting CSE shall check whether the request is for the replacement that it is waiting. If the request is not for the replacement, the hosting cse takes the normal procedure for registering application. If the request is for the replacement, the hosting cse compare the new <application> with the old one and update only different information instead of modifying all information. In addition, the CSE issues the UPDATE procedure for all CSEs where the application was previously announced. 
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Figure 9.58: Procedures for application replacement initiated from the device
Step 001:
The Issuer of the old device shall send a NOTIFY request to its Local CSE for the replacement (= Hosting CSE).

Step 002:
The Hosting CSE shall check if the Issuer of the old device is authorised for the replacement (add/delete/update). The CSE shall mark the resource for replacement. 
Step 003:
The Hosting CSE responds to the request and indicates that the old device can be removed from the network. 
Step 004:
The old device is removed from the network. 
Step 005:
The Hosting CSE is waiting for the request from the Issuer of the new device. 

The Hosting CSE can use timer for the request from the Issuer of the new device. If the Issuer of the new device does not send the request for the replacement within the given timer, the Hosting CSE will take the procedure for deleting an application for the holding application. 

Step 006:
After the old device is removed from the network, the Issuer of the new device shall send a CREATE request to its Local CSE for the registration. The message includes an indication for replacement as well as the Pre-provisioned-ID of the old device. The Issuer of the new device can e.g. learn the Pre-provisioned-ID of the old device through manual provisioning or via OMA DM
Step 007:
The Hosting CSE shall check if the request is for replacement. If that is the case it checks, based on the Pre-provisioned-ID of the old device, which device needs to be replaced. After that, the Hosting CSE updates the <application> instead of creating a new <application>. The Hosting CSE shall issue the update of the <application> to the all CSEs where the application was previously announced. This step should update the security credential (either manually or remotely) of the device and transfer the accessRights from the old device to the new device.   

Step 008:
The Hosting CSE sends a response after completion of the update. 

9.3.2.37 Lookup-Based NCSE to NCSE Service Provider procedures without NCSE to NCSE Registration

The procedures within one M2M Service Provider domain are already described in the above clauses. The following clauses describe only the procedures for handling incoming requests from a different M2M Service Provider when lookup-based based procedure without NCSE to MCSE registration is deployed. 

This section defines all the procedures that can be supported across Y’. However, note that not all the procedures are specified to be used on the Y’ reference point. The applicable procedures are specified in the stage 3 [2].

9.3.2.37.1 DNS Support for Inter-M2M Serice Provider communication


This section describes the framework for the allocation of public domain names to the CSEs with the M2M architecture to enable this procedure to be deployed.

As stated previously, each M2M service provider can decide, through local policies, if entities belonging to its domain shall be made publicly available to other M2M service providers. These policies are out of the scope of this specification. 
The CSE that shall be reachable beyond the M2M Service Provider domain shall have a public domain name entry in the public/private DNS. The public domain name of the CSE shall be constructed from the public domain name of the NCSE where the CSE is registered
Accordingly, the structure of the public domain of the CSEs (NCSE/GCSE/DCSE) shall be as follow:

· NCSE public domain name: <NCSE Identifier>.<M2M Service provider domain name>
· GCSE public domain name: <GCSE Identifier>.<NCSE public domain name>
· DCSE public domain name: <DCSE Identifier>.<NCSE public domain name>
If the M2M service provider local policies allow external access to its domain, the attribute publicDomain from the <cseBase> in the M2M NCSE shall be present. This attribute indicates that the NCSE has an entry in the public DNS. This entry is in the form of A record for IPv4 (see [60]) or AAAA record for IPv6 (see [61]). The DNS record of the M2M NCSE shall consist of:

· Host name: <NCSE-ID>.<M2M Service Provider Domain>

· IP address: the IP address corresponding to the M2M NCSE.

NOTE: The format and the name of the public domain of the M2M service provider is out of scope of this specification. Also additional parameters may be defined in the DNS.

All D/GCSEs that are registered with the M2M NCSE shall belong to the same M2M Service Provider Domain. As already indicated in clause 7.4.1, these CSEs may also have an entry in the public DNS. These entries, if present, are either A or AAAA records that shall confirm to the following format:

· For a GCSE:

· Host name: <GCSE-ID>.<host name of NCSE>.
The host name part of the record shall be derived from the hostname of the M2M NCSE where the GCSE is registered. The hostname of the GCSE is then a subdomain of the NCSE.

· IP address: the IP address corresponding to the M2M NCSE.

· For a DCSE:

· Host name: <DCSE-ID>.<host name of NCSE>.
The host name part of the record shall be derived from the hostname of the M2M NCSE where the DCSE is registered. The hostname of the DCSE is then a subdomain of the NCSE.

· IP address: the IP address corresponding to the M2M NCSE.

All the records in the public DNS are added by the M2M NCSE which is the only entity that shall handle the addition/deletion of entries in the DNS. 

The entry for the M2M NCSE can be added at any time. This is a choice of the M2M service provider; however the entries for all the other CSEs depend upon the existence of the public DNS record for the M2M NCSE. Once the record for the M2M NCSE is created, the public hostname shall be stored in the attribute publicDomain in the <cseBase> resource. Once this attribute is available, all CSEs that will register to the M2M NCSE may also get a DNS record inserted by the M2M NCSE subject to local policies.

The M2M NCSE shall add the new DNS record belonging to the CSE at CSE registration, and subject to policies as described in clause 9.3.2.32.2. 

In the case where CSEs were already registered with the M2M NCSE before the DNS record for the NCSE was created, the M2M CSE shall add all the DNS records for these already registered CSEs, subject to local policies.

In an inter-M2M Service provider domain communication not all procedure described in clause 9.3 are applicable. The following procedures are not allowed:

· CSE registration

· Application registration

· Management Object management procedure

For supported procedures across the Y’ interface, as per section 6.5, the following section describes these procedures.

9.3.2.37.2 Create a resource residing in a different M2M Service Provider domain

This procedure shall be used to create a resource in another M2M Service Provider domain. 
Issuer, in domain 1: shall request to create a resource in another M2M Service Provider domain by using the CREATE verb. The request shall address the parent resource of an CSE which is residing in a different M2M Service Provider domain.
NOTE: How the Issuer knows the URI of the resource residing in the other M2M Service Provider domain is outside the scope of this specification.

The issuer can be an application or an CSE.
Local-CSE, in domain 1: shall check if the addressed resource is a local resource. If it is not a local resource it shall check if the URI matches any of the values in the m2mPoc resource. If there is no match and the Local-CSE is the NCSE, this means that the addressed resource is not residing within the same M2M Service Provider domain. In case the Local-CSE is a D/GCSE, the request shall be forwarded to the NCSE and the same checks described above shall apply.  Hence, the following two cases can be identified:

· The Local-CSE is an NCSE in case that the Issuer is of type D/GCSE or NA.
· The Local-CSE is not a NCSE in case the Issuer is of type DA/D’A/GA, therefore in this case the request shall be first forwarded to the next hop which is the NCSE.
For case 1 above, and for case 2 once the NCSE in domain 1 receives the CREATE request and it has performed the local checks, the NCSE shall perform a DNS lookup by using the hostname provided in the CREATE request. A successful DNS lookup shall return to the NCSE in domain 1 the IP address of the M2M NCSE residing in the other M2M Service Provider Domain. 

Subsequently, the NCSE in domain 1 shall forward the CREATE request to the M2M NCSE residing in the other M2M Service Provider Domain (domain 2).

Hosting-CSE, in domain 2: the entry point for the M2M Service Provider domain is always the NCSE. The Hosting-CSE shall check if the addressed resource is a local resource. If it is not a local resource it shall forward the request to the appropriate CSE within its domain. The following scenarios are possible:

· The addressed resource is residing in the NCSE of this domain, or

· The addressed resource is residing in another CSE, D/GCSE, of this domain. In this case, the receiving NCSE shall forward the request to the appropriate CSE using the m2mPocs resource. The NCSE is always able to identify to which CSE it shall forward the request since the hostname of the addressed resource contains the CSE-ID of the targeted CSE.

Once the request reaches the target Hosting-CSE, the CSE shall apply the appropriate CREATE procedure as described in clause 9.3.2. From this moment the normal CREATE procedure shall apply, which also means that the procedure shall adhere to the rules defined for the specific resource type. Creation of the resource shall only be allowed if the issuer is authorised to create a child resource according to the accessRight defined for the resource where the request is targeted.
The Hosting-CSE shall forward the response of the resource creation to the NCSE in domain 1.

Local-CSE, domain 1: shall forward the response received from the NCSE in domain 2 to the Issuer.
The following figure only describes the situation where the Issuer is an CSE and the Hosting CSE in the second M2M Service Provide domain is an NCSE.
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Figure 9.60: Message flow of procedure to create a resource in another M2M Service Provider domain
Step 001:
To create a resource, the issuer shall issue a CREATE request that addresses a parent resource in another M2M Service Provider domain.

Step 002:
The addressed resource is not residing in the NCSE in domain 1 and the URL is not matching any values of the m2mPoc resources, which means that the addressed resource is not residing in the domain of M2M Service Provider 1. Therefore the request needs to be forwarded to the appropriate M2M Service Provider. 

Step 003:
In order to find the proper M2M Service Provider, the NCSE in domain 1 shall perform a DNS lookup on hostname associated with the addressed resource. 

Step 004:
The DNS lookup will result in the IP address of the NCSE residing in the M2M Service Provider 2 

Step 005:
The NCSE in M2M Service Provider domain 1 shall then forward the original CREATE request to the NCSE in the M2M Service Provider domain 2.

Step 006:
if the creation of the resource is allowed by the NCSE in domain 2 according to the accessRights, the resource shall be created 
Step 007:
A result shall be returned as a response to the CSE in M2M Service Provider domain 1.
Step 008: 
the result shall be returned as a response to the Issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.
Step 003:
The hostname does not exist in the DNS.

Step 005:
The IPaddress is not available.
Step 006:
The requesting application or CSE does not have the authorization to create this resource.

Step 006:
The provided attributes are not acceptable to the Hosting CSE.

9.3.2.37.3 Read a resource residing in a different M2M Service Provider domain

This procedure shall be used to retrieve a resource in another M2M Service Provider domain. 
Issuer, in domain 1: shall request to retrieve a resource in another M2M Service Provider domain by using the RETRIEVE verb. The request shall address the target resource of an CSE which is residing in a different M2M Service Provider domain.
NOTE: How the Issuer knows the URI of the resource residing in the other M2M Service Provider domain is outside the scope of this specification.

The issuer can be an application or an CSE.
Local-CSE, in domain 1: shall check if the addressed resource is a local resource. If it is not a local resource it shall check if the URI matches any of the values in the m2mPoc resource. If there is no match, and the Local-CSE is the NCSE, this means that the addressed resource is not residing within the same M2M Service Provider domain. In case the Local-CSE is a D/GCSE, the request shall be forwarded to the NCSE and the same checks described above shall apply.  Hence, the following two cases can be identified:

· The Local-CSE is an NCSE in case that the Issuer is of type D/GCSE or NA.
· The Local-CSE is not a NCSE in case that the Issuer is of type DA/D’A/GA, therefore in this case the request shall be first forwarded to the next hop which is the NCSE.
For case 1 above, and for case 2 once the NCSE in domain 1 receives the RETRIEVE request and it has performed the local checks, the NCSE shall perform a DNS lookup by using the hostname provided in the RETRIEVE request. A successful DNS lookup shall return to the NCSE in domain 1 the IP address of the M2M NCSE residing in the other M2M Service Provider Domain. 

Subsequently, the NCSE in domain 1 shall forward the RETRIEVE request to the M2M NCSE residing in the other M2M Service Provider Domain (domain 2).

Hosting-CSE, in domain 2: the entry point for the M2M Service Provider domain is always the NCSE. The Hosting-CSE shall check if the addressed resource is a local resource. If it is not a local resource it shall forward the request to the appropriate CSE within its domain. The following scenarios are possible:

· The addressed resource is residing in the NCSE of this domain, or

· The addressed resource is residing in another CSE, D/GCSE, of this domain. In this case, the receiving NCSE shall forward the request to the appropriate CSE using the m2m2Pocs resource. The NCSE is always able to identify to which CSE it shall forward the request since the hostname of the addressed resource contains the CSE-ID of the targeted CSE.

Once the request reaches the target Hosting-CSE, the CSE shall apply the appropriate RETRIEVE procedure as described in clause 9.3.2. From this moment the normal RETRIEVE procedure shall apply, which also means that the procedure shall adhere to the rules defined for the specific resource type. Reading the resource shall only be allowed if the issuer is authorised to retrieve the resource according to the accessRight of the targeted resource.
The Hosting-CSE shall forward the response of the resource retrieve to the NCSE in domain 1.

Local-CSE, domain 1: shall forward the response received from the NCSE in domain 2 to the Issuer.
The following figure only describes the situation where the Issuer is an CSE and the Hosting CSE in the second M2M Service Provide domain is an NCSE.
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Figure 9.61: Message flow of procedure to retrieve a resource in another M2M Service Provider domain
Step 001:
To retrieve a resource, the issuer shall issue a RETRIEVE request that addresses a resource in another M2M Service Provider domain.

Step 002:
The addressed resource is not residing in the NCSE in domain 1 and the URL is not matching any values of the m2mPoc resources, which means that the addressed resource is not residing in the domain of M2M Service Provider 1. Therefore the request needs to be forwarded to the appropriate M2M Service Provider. 

Step 003:
In order to find the proper M2M Service Provider, the NCSE in domain 1 shall perform a DNS lookup on hostname associated with the addressed resource. 

Step 004:
The DNS lookup will result in the IP address of the NCSE residing in the M2M Service Provider 2 

Step 005:
The NCSE in M2M Service Provider domain 1 shall then forward the original RETRIEVE request to the NCSE in the M2M Service Provider domain 2.

Step 006:
The NCSE in domain 2 shall check if the Issuer is authorized to retrieve the resource according to the accessRights. 
Step 007:
A result shall be returned as a response to the CSE in M2M Service Provider domain 1.
Step 008: 
the result shall be returned as a response to the Issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.
Step 003:
The hostname does not exist in the DNS.

Step 005:
The IPaddress is not available.
Step 006:
The addressed resource does not exist.

Step 006;
The requesting application or CSE does not have the authorization to retrieve this resource.

Step 006:
The provided attributes are not acceptable d to the Hosting CSE.

9.3.2.37.4 Update a resource residing in a different M2M Service Provider domain

This procedure shall be used to modify the attributes defined in a resource residing in another M2M Service Provider domain. 
Issuer, in domain 1: shall request to update a resource in another M2M Service Provider domain by using the UPDATE verb. The request shall address a resource of an CSE which is residing in a different M2M Service Provider domain.
NOTE: How the Issuer knows the URI of the resource residing in the other M2M Service Provider domain is outside the scope of this specification.

The issuer can be an application or an CSE.
Local-CSE, in domain 1: shall check if the addressed resource is a local resource. If it is not a local resource it shall check if the URI matches any of the values in the m2mPoc resource. If there is no match and the Local-CSE is the NCSE, this means that the addressed resource is not residing within the same M2M Service Provider domain. In case the Local-CSE is a D/GCSE, the request shall be forwarded to the NCSE and the same checks described above shall apply.  Hence, the following two cases can be identified:

· The Local-CSE is an NCSE in case that the Issuer is of type D/GCSE or NA.
· The Local-CSE is not an NCSE in case the Issuer is of type DA/D’A/GA, therefore in this case the request shall be first forwarded to the next hop which is the NCSE.
For case 1 above, and for case 2 once the NCSE in domain 1 receives the UPDATE request and it has performed the local checks, the NCSE shall perform a DNS lookup by using the hostname provided in the UPDATE request. A successful DNS lookup shall return to the NCSE in domain 1 the IP address of the M2M NCSE residing in the other M2M Service Provider Domain. 

Subsequently, the NCSE in domain 1 shall forward the UPDATE request to the M2M NCSE residing in the other M2M Service Provider Domain (domain 2).

Hosting-CSE, in domain 2: the entry point for the M2M Service Provider domain is always the NCSE. The Hosting-CSE shall check if the addressed resource is a local resource. If it is not a local resource it shall forward the request to the appropriate CSE within its domain. The following scenarios are possible:

· The addressed resource is residing in the NCSE of this domain, or

· The addressed resource is residing in another CSE, D/GCSE, of this domain. In this case, the receiving NCSE shall forward the request to the appropriate CSE using the m2m2Pocs resource. The NCSE is always able to identify to which CSE it shall forward the request since the hostname of the addressed resource contains the CSE-ID of the targeted CSE.

Once the request reaches the target Hosting-CSE, the CSE shall apply the appropriate UPDATE procedure as described in clause 9.3.2. From this moment the normal UPDATE procedure shall apply, which also means that the procedure shall adhere to the rules defined for the specific resource type. Updating the resource shall only be allowed if the issuer is authorised to modify the targeted resource according to the accessRight.
The Hosting-CSE shall forward the response of the resource creation to the NCSE in domain 1.

Local-CSE, domain 1: shall forward the response received from the NCSE in domain 2 to the Issuer.
The following figure only describes the situation where the Issuer is an CSE and the Hosting CSE in the second M2M Service Provide domain is an NCSE.
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Figure 9.62: Message flow of procedure to update a resource in another M2M Service Provider domain
Step 001:
To update a resource, the issuer shall issue a UPDATE request that addresses a resource in another M2M Service Provider domain.

Step 002:
The addressed resource is not residing in the NCSE in domain 1 and the URL is not matching any values of the m2mPoc resources, which means that the addressed resource is not residing in the domain of M2M Service Provider 1. Therefore the request needs to be forwarded to the appropriate M2M Service Provider. 

Step 003:
In order to find the proper M2M Service Provider, the NCSE in domain 1 shall perform a DNS lookup on hostname associated with the addressed resource. 

Step 004:
The DNS lookup will result in the IP address of the NCSE residing in the M2M Service Provider 2 

Step 005:
The NCSE in M2M Service Provider domain 1 shall then forward the original UPDATE request to the NCSE in the M2M Service Provider domain 2.

Step 006:
If the update operation is allowed by Hosting CSE, the targeted resource shall be updated. 
Step 007:
A result shall be returned as a response to the CSE in M2M Service Provider domain 1.
Step 008: 
The result shall be returned as a response to the Issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.
Step 003:
The hostname does not exist in the DNS.

Step 005:
The IPaddress is not available.

Step 006:
The addressed resource does not exists.
Step 006:
The requesting application or CSE does not have the authorization to update this resource.

Step 006:
The provided attributes are not acceptable to the Hosting CSE.
Step 006:
The issuer did not include values for all mandatory RW attributes.

Step 006:
The values provided in the request are not valid.

Step 006:
The attributes in the request are not RW so they cannot be updated.

9.3.2.37.5 Delete a resource residing in a different M2M Service Provider domain

This procedure shall be used to delete a specific resource.

Issuer, in domain 1: shall request to delete a resource in another M2M Service Provider domain by using the DELETE verb. The request shall address a resource of an CSE which is residing in a different M2M Service Provider domain.
NOTE: How the Issuer knows the URI of the resource residing in the other M2M Service Provider domain is outside the scope of this specification.

The issuer can be an application or an CSE.
Local-CSE, in domain 1: shall check if the addressed resource is a local resource. If it is not a local resource it shall check if the URI matches any of the values in the m2mPoc resource. If there is no match and the Local-CSE is the NCSE, this means that the addressed resource is not residing within the same M2M Service Provider domain. In case the Local-CSE is a D/GCSE, the request shall be forwarded to the NCSE and the same checks described above shall apply.  Hence, the following two cases can be identified:

· The Local-CSE is an NCSE in case that the Issuer is of type D/GCSE or NA.
· The Local-CSE is not an NCSE in case that the Issuer is of type DA/D’A/GA, therefore in this case the request shall be first forwarded to the next hop which is the NCSE.
For case 1 above, and for case 2 once the NCSE in domain 1 receives the DELETE request and it has performed the local checks, the NCSE shall perform a DNS lookup by using the hostname provided in the DELETE request. A successful DNS lookup shall return to the NCSE in domain 1 the IP address of the M2M NCSE residing in the other M2M Service Provider Domain. 

Subsequently, the NCSE in domain 1 shall forward the DELETE request to the M2M NCSE residing in the other M2M Service Provider Domain (domain 2).

Hosting-CSE, in domain 2: the entry point for the M2M Service Provider domain is always the NCSE. The Hosting-CSE shall check if the addressed resource is a local resource. If it is not a local resource it shall forward the request to the appropriate CSE within its domain. The following scenarios are possible:

· The addressed resource is residing in the NCSE of this domain, or

· The addressed resource is residing in another CSE, D/GCSE, of this domain. In this case, the receiving NCSE shall forward the request to the appropriate CSE using the m2m2Pocs resource. The NCSE is always able to identify to which CSE it shall forward the request since the hostname of the addressed resource contains the CSE-ID of the targeted CSE.

Once the request reaches the target Hosting-CSE, the CSE shall apply the appropriate DELETE procedure as described in clause 9.3.2. From this moment the normal DELETE procedure shall apply, which also means that the procedure shall adhere to the rules defined for the specific resource type. Deleting the resource shall only be allowed if the issuer is authorised to delete the targeted resource according to the accessRight.
The Hosting-CSE shall forward the response of the resource deletion to the NCSE in domain 1.

Local-CSE, domain 1: shall forward the response received from the NCSE in domain 2 to the Issuer.
The following figure only describes the situation where the Issuer is an CSE and the Hosting CSE in the second M2M Service Provide domain is an NCSE.
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Figure 9.63: Message flow of procedure to delete a resource in another M2M Service Provider domain
Step 001:
To delete a resource, the issuer shall issue a DELETE request that addresses a resource in another M2M Service Provider domain.

Step 002:
The addressed resource is not residing in the NCSE in domain 1 and the URL is not matching any values of the m2mPoc resources, which means that the addressed resource is not residing in the domain of M2M Service Provider 1. Therefore the request needs to be forwarded to the appropriate M2M Service Provider. 

Step 003:
In order to find the proper M2M Service Provider, the NCSE in domain 1 shall perform a DNS lookup on hostname associated with the addressed resource. 

Step 004:
The DNS lookup will result in the IP address of the NCSE residing in the M2M Service Provider 2 

Step 005:
The NCSE in M2M Service Provider domain 1 shall then forward the original DELETE request to the NCSE in the M2M Service Provider domain 2.

Step 006:
If the delete operation is allowed by Hosting CSE, the targeted resource shall be deleted. 
Step 007:
A result shall be returned as a response to the CSE in M2M Service Provider domain 1.
Step 008: 
the result shall be returned as a response to the Issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.
Step 003:
The hostname does not exist in the DNS.

Step 005:
The IPaddress is not available.
Step 006:
The requesting application or CSE does not have the authorization to delete this resource.

Step 006:
The addressed resource does not exists.

9.3.2.37.6 Subscribe/Unsubscribe to a resource residing in a different M2M Service Provider domain

This procedure shall be used to (un)subscribe to modification in the attributes of a resource residing in another M2M Service Provider domain.
The procedure is described in details in clause 9.3.2.11 and 9.3.2.12.
The only difference in this procedure compare to the ones described in clause 9.3.2.12 is that the request has to go to a different M2M Service Provider domain and the extra checks and steps are as follow:

Issuer, in domain 1: The request shall address a resource of an CSE which is residing in a different M2M Service Provider domain. All the checks described in clause 9.3.2.12 shall apply.

Local-CSE, in domain 1: shall check if the addressed resource is a local resource. If it is not a local resource it shall check if the URI matches any of the values in the m2mPoc resource. If there is no match and the Local-CSE is the NCSE, this means that the addressed resource is not residing within the same M2M Service Provider domain. In case the Local-CSE is a D/GCSE, the request shall be forwarded to the NCSE and the same checks described above shall apply.  Hence, the following two cases can be identified:

· The Local-CSE is an NCSE in case that the Issuer is of type D/GCSE or NA.
· The Local-CSE is not a NCSE in case that the Issuer is of type DA/D’A/GA, therefore in this case the request shall be first forwarded to the next hop which is the NCSE.
For case 1 above, and for case 2 once the NCSE in domain 1 receives the request and it has performed the local checks, the NCSE shall perform a DNS lookup by using the hostname provided in the request. A successful DNS lookup shall return to the NCSE in domain 1 the IP address of the M2M NCSE residing in the other M2M Service Provider Domain. 

Subsequently, the NCSE in domain 1 shall forward the request to the M2M NCSE residing in the other M2M Service Provider Domain (domain 2).

Hosting-CSE, in domain 2: the entry point for the M2M Service Provider domain is always the NCSE. The Hosting-CSE shall check if the addressed resource is a local resource. If it is not a local resource it shall forward the request to the appropriate CSE within its domain. The following scenarios are possible:

· The addressed resource is residing in the NCSE of this domain, or

· The addressed resource is residing in another CSE, D/GCSE, of this domain. In this case, the receiving NCSE shall forward the request to the appropriate CSE.using the m2m2Pocs resource The NCSE is always able to identify to which CSE it shall forward the request since the hostname of the addressed resource contains the CSE-ID of the targeted CSE.

Once the request reaches the target Hosting-CSE, the CSE shall apply the appropriate procedure as described in clause 9.3.2.12. From this moment the normal procedure shall apply.
The Hosting-CSE shall forward the response of the resource request to the NCSE in domain 1.

Local-CSE, domain 1: shall forward the response received from the NCSE in domain 2 to the Issuer.
The following figure only describes the situation where the Issuer is an CSE and the Hosting CSE in the second M2M Service Provide domain is an NCSE and it is for requesting to subscribe, however a similar scenario is also applicable for all the other procedures related to subscription management from clause 9.3.2.12.
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Figure 9.64: Message flow of procedure to subscribe to a resource in another M2M Service Provider domain
Step 001:
To delete a resource, the issuer shall issue a request to subscribe to a resource in another M2M Service Provider domain.

Step 002:
The addressed resource is not residing in the NCSE in domain 1 and the URL is not matching any values of the m2mPoc resources, which means that the addressed resource is not residing in the domain of M2M Service Provider 1. Therefore the request needs to be forwarded to the appropriate M2M Service Provider. 

Step 003:
In order to find the proper M2M Service Provider, the NCSE in domain 1 shall perform a DNS lookup on hostname associated with the addressed resource. 

Step 004:
The DNS lookup will result in the IP address of the NCSE residing in the M2M Service Provider 2 

Step 005:
The NCSE in M2M Service Provider domain 1 shall then forward the original request to the NCSE in the M2M Service Provider domain 2.

Step 006:
If the operation is allowed by Hosting CSE, the new subscription is created. 
Step 007:
A result shall be returned as a response to the CSE in M2M Service Provider domain 1.
Step 008: 
the result shall be returned as a response to the Issuer.

List of main procedure specific exceptions:

Step 002:
The requesting application or CSE is not registered.
Step 003:
The hostname does not exist in the DNS.

Step 005:
The IPaddress is not available.
Step 006:
The requesting application or CSE does not have the authorization to create a subscription.

Step 006:
The addressed resource does not exists.

9.3.2.37.7 Handling of remaining Supported Procedures

It is clear from the above that the inter-M2M service procedures, as depicted above, are identical to the ones within the M2M service provider expect for the routing aspect and as such they wont be repeated again. The routing aspects are described above and apply to all inter-M2M service provider supported procedures
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