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1
Introduction

This contribution raises several aspects of the specs that are not clear and requires further clarification.

* * * Start of 1st Change * * * 

Table 9.6.3-2: Attribute of <container> resource
	Attribute Name of <container>
	Multiplicity
	RW/
RO/
WO
	Description

	resourceType (rT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	parentID (pID)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	expirationTime (eT)
	1
	RW
	See section 9.6.1 where this common attribute is described. 

	accessRightID (aRI)
	0..1
	RW
	See section 9.6.1 where this common attribute is described. If no accessRightID is given at the time of creation, the accessRightID of the parent resource is linked to this attribute

	labels (lBs)
	0..1
	RO
	See section 9.6.1 where this common attribute is described.

	creationTime (st)
	1
	RW
	See section 9.6.1 where this common attribute is described.

	Creator (cr)
	1
	RW
	See section 9.6.1 where this common attribute is described.

	lastModifiedTime (lMT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	maxNrOfInstances (mi)
	0..1
	RW


	Maximum number of instances of <instance> child resources. 

	maxByteSize (mb)
	0..1
	RW


	Maximum number of bytes that are allocated for a <container> resource for all instances in the <container> resource.

	maxInstanceAge (ma)
	0..1
	RW

  
	Maximum age of the instances of <instance> resources within the <container>. The value is expressed in seconds.
Does this apply to ever instance. It seems very inflexible.

	currentNrOfInstances (ni)
	1
	RO
	Current number of instances in a <container> resource. It is limited by the maxNrOfInstances.

	currentByteSize (nb)
	1
	RO
	Current size in bytes of data stored in a <container> resource. It is limited by the maxNrOfBytes.

	Latest (lt)
	0..1
	RO
	Reference to latest instance, when present.

	LocationID (LID )
	0..1
	RW
	URI of the resource where the attributes/policies that define how location information are obtained and managed. This attribute is defined only when the <container> resource is used for containing location information.
So does the presence of this signifies that this container is about location information or not.

 Do all instances under a container that includes location information have to only include location information, or can they include other things beside location.

If the network (i.e M2M SP) provides location information, who creates this container and who can read it, and how can we than say that the information in the container is opaque if we have exceptions. Also how does the M2M SP distinguishes between application owned container’s vs its own for location purpose.
It seems much easier to have a specific location container type 

	ontologyRef (oR)
	0..1
	RW
	A reference (URI) of the ontology used to represent the information that is stored in the instances of the container.

NOTE: the access to this URI is out of scope of oneM2M


* * * End of 1st Change * * * 

* * * Start of 2nd Change * * * 

9.6.4
Resource Type delivery
When a CSE is requested to initiate an operation (CRUD) targeting resources on another CSE, then it needs to involve the CMDH CSF in order to do proper scheduling and execution of delivery of data from the source CSE to the target CSE in line with provisioned policies. It is possible to do that in two different ways: Using delivery aggregation ("da" information set to on) or by forwarding the original request as a separate request on the Mcc reference point without changes.

In order to be able to initiate and manage the execution of data delivery in a resource-based manner, the resource type delivery is defined. This resource type needs to be used for forwarding requests from one CSE to another CSE when "da" information in the request is set to ON. If the "da" information is set to OFF, the original request shall be forwarded without change  to the next CSE.
Does the highlighted text implies that this resource is only required when aggregation is needed. If not then what additional information is needed for aggregation of multiple requests or is this left for implementation.

Operations to Retrieve, Update or Delete a <delivery> resource will allow authorized entities to inquire the status of a delivery, change delivery attributes or cancel a delivery.

Editor’s Note: Further details on mechanisms how to do delivery handling are FFS.

Editor’s Note: The particular position in the addressable space of resources id FFS.
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Figure 9.6.4-1: Structure of resource <delivery>
(only resource specific attributes are shown)

The resource <delivery> shall contain the attributes according to their multiplicity shown in Table 9.6.4-1.

Table 9.6.4-1: Attributes of <delivery> resource
	Attribute Name of <delivery>
	Multiplicity
	RW/
RO/
WO
	Description

	expirationTime (eT)
	1
	RW
	See section 9.6.1 where this common attribute is described.

	parentID (pID)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	creationTime (cT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	lastModifiedTime (lMT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	source
	1
	WO
	The CSE-ID of the CSE that initiated the delivery process represented by this <delivery> resource.

	target
	1
	WO
	A list of CSE-IDs that defines one or more target CSEs for delivering the data contained in the data attribute

	lifespan
	1
	RW
	Defines the time limit until when the delivery of the information in the data attribute needs to complete. If the lifespan is expired before successful delivery, no further attempts to deliver the information in the data attribute need to be executed. If the delivery fails, a feedback may be expected by the source CSE depending on options reflected in the deliveryMetaData attribute.

	eventCat
	1
	RW
	Defines the category of the event that triggered the delivery request represented by this <delivery> resource

	deliveryMetaData
	1
	RW
	Contains meta information on the delivery process represented by this <delivery> resource, such as delivery status, delivery options, tracing information, etc
What does delivery metadata include here, only mi information in the incoming request or more, for example tracing is not defined anywhere else. Is the stage3 suppose to decide on those things?



	Data
	1
	WO
	Attribute containing the data to be delivered to the target CSE(s). This data represents one or more original requests that were targeting the same CSE(s).


* * * End of 2nd Change * * * 

* * * Start of 3rd Change * * * 

Table 9.6.5-1: Child resources of <group> resource
	Child Resource Name of <group>
	Child Resource Type
	Multiplicity
	Description

	Members
	Members
	1
	See section 9.6.21


The <group> resource shall contain the attributes with the indicated multiplicity in Table 9.6.5-2

Table 9.6.5-2: attributes of <group> resource
	Attribute Name of <group>
	Multiplicity
	RW/
RO/
WO
	Description

	resourceType (rT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	expirationTime (eT)
	1
	RW
	See section 9.6.1 where this common attribute is described.

	parentID (pID) 
	1
	RO
	See section 9.6.1 where this common attribute is described.

	accessRightID (aRI)
	0..1
	RW
	See section 9.6.1 where this common attribute is described.

	labels (lBs)
	0..1
	RO
	See section 9.6.1 where this common attribute is described.

	creationTime (cT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	creator (cr)
	0..1
	RW
	See section 9.6.1 where this common attribute is described.

	lastModifiedTime (lMT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	memberType (mT)
	1
	WO
	It is the resource type of the member resources of the group if all member resources (including the member resources in any sub-groups) are of the same type. Otherwise, it’s a type of ‘mixed’.

	currentNrOfMembers (nM)
	1
	RO
	Current number of members in a group. It is limited by the maxNrOfMembers.

	maxNrOfMembers (mM)
	1
	RW
	Maximum number of members in the group.

	membersList (mL)
	1
	RW
	List of zero or more member URIs referred to in the remaining of this specification as memberID. Each URI (memberID) should refer to a member resource or a (sub-) group resource of the group.

	membersAccessRightID (mAR)
	0..1
	RW
	URI of the accessRight resource defining who is allowed to access the members attribute.

	memberTypeValidated (mTV)
	1
	RO
	Denotes if memberType of all member resources of the group has been validated.
This is an internal attribute that needs to go away. If a group members cant be validated it should not be created. No application will ever check on this variable before deciding if it can or cannot use a group for this reason.

	consistencyStrategy (cS)
	0..1
	WO
	This attribute determines how to deal with the <group> resource if the memberType validation fails.Which means delete the inconsistent member if the attribute is ABANDON_MEMBER; delete the group if the attribute is ABANDON_GROUP; set the memberType to “mixed” if the attribute is SET_MIXED.

	groupName (gN)
	0..1
	RW
	Human readable name of the group.


* * * End of 3rd Change * * * 

* * * Start of 4th Change * * * 

The description of the procedures in section 10.1.1 till 10.1.5 should not redefine the parameters in the request but to refer to the proper section where they are already defined. 

This applies to every operation as well where it attempts to redefine those parameters

* * * End of 4th Change * * * 

* * * Start of 5th Change * * *  
Section 10.3.1.1 has to move off this section. It is an example
* * * End of 5th Change * * * 

* * * Start of 6th Change * * * 

Section 10.31.2
It is unclear from the procedure description the distinction between this resource operation vs the request resource. 

 What seems to be clear that the usage of resources to handle delivery vs blocked requests vs synchronous and asynchronous cases undermined the clarity of these and as such are not clear.

I would therefore propose that for handling these cases, no resources are to be used, rather the procedure is described in a non-resource based fashion. Hence remove the delivery, and request resource types

* * * End of 6th Change * * * 

* * * Start of 7th Change * * * 

a) 10.3.3.2
Create <group>

This procedure shall be used for creating a group resource.

Originator: The Originator shall request to Create a new group type resource to be named as <group> by using the CREATE verb. The request shall address baseURI resource of a Hosting CSE. The Request shall also provide list of member URI and may provide expirationTime attributes. The list of member URI means a list of URIs of the member resources corresponding to the memberType attribute provided in the Request. The originator may be an AE or a CSE.

Receiver:  For the CREATE procedure, the Receiver shall:

· Check if the Originator has CREATE permissions on the baseURI resource. 

· Check the validity of the provided attributes.

· Validate that the resource type of every member conforms to the memberType attribute of the <group> resource, if the memberType attribute of the <group> resource is not ‘mixed’. Set the memberTypeValidated attribute to TRUE upon successful validation.

· Upon successful validation of the provided attributes, Create a new group resource with name <group> including the members attribute in the Hosting CSE.

· Conditionally, in the case that the group resource contains temporarily unreachable sub-group resources as member resource, set the memberTypeValidated attribute of the <group> resource to FALSE. 

· Respond to the Originator with the appropriate generic Response with the representation of the <group> resource if the memberTypeValidated attribute is FALSE, and the URI of the created <group> resource if the CREATE was successful.

· As soon as any unreachable resource becomes reachable, the memberType validation procedure shall be performed. If the memberType validation fails, the Hosting CSE shall deal with the <group> resource according to the policy defined by the consistencyStrategy attribute of the <group> resource provided in the request. Or by default if the attribute is not provided.
The highlighted text adds no value yet complicate things. What is the behavior of the CSE if there is request for a fanned operation with the memberTypeValidated attribute is False. Without specifying this behaviour the value of the attribute is useless.




* * * End of 7th Change * * * 





* * * Start of 8th Change * * * 

10.3.3.6
Create <Members>

This procedure shall be used for creating the content of all member resources belonging to an existing <group> resource.

Originator: The Originator shall request to create the content in all member resources belonging to an existing <group> resource by using a CREATE verb. The Request may address the virtual child resource members of the specific <group> resource of a group hosting CSE to create the same content under all member resources. The request may also address the URI that results from appending a relative URI to the members URI in order to create the same content (e.g. attribute or child resource) under the corresponding attributes or child resources represented by the relative URI with respect to all member resources. The Originator may be an AE or CSE.
Group Hosting CSE: For the CREATE procedure, the Group Hosting CSE shall:

· Check if the Originator has WRITE permission in the accessRight resource referenced by the membersAccessRightID in the <group> resource. In the case membersAccessRightID is not provided the access right defined for the <group> resource shall be used.

· Upon successful validation, obtain the URIs of all member resources from the attribute membersList of the addressed <group> resource.

· Fan out requests addressing the obtained URIs (appended with the relative URI if any) to the member hosting CSEs as indicated in Figure 10.3.3.6-1.

· In the case that the member resources contain a sub-group resource, generate a unique group request identifier, include the group request identifier in all the requests to be fanned out and locally store the group request identifier.

· If the group hosting CSE determines that multiple member resources belong to one CSE according to the URIs of the member resources, it may converge the requests accordingly before sending out. This may be accomplished by the group hosting CSE creating a <group> resource on the member hosting CSE to collect all the members on that member hosting CSE.

· After receiving the responses from the member hosting CSEs, respond to the Originator with the aggregated results and the associated <memberId>s.

The highlighted text is unclear. 
The usage of the word may is wrong. This is the whole purpose of this virtual resource
The purpose of the group request identifier is underspecified.
The word converge is incorrect. U mean aggregate them


* * * End of 8th Change * * * 

* * * Start of 9th Change * * * 

b) 10.3.7.2
CREATE <locationPolicy>

This procedure shall be used for creating a <locationPolicy> resource.

Originator: The Originator shall request to CREATE a <locationPolicy> resource including the relevant attributes and the address <baseURI> resource of a Hosting CSE. Minimally, the Request shall provide the mandatory attributes defined in the Table 9.6.7-1. The Originator in this case is an AE.

Editor’s Note: Handling of various levels of the <locationPolicy> resources needs to be defined.

Receiver: For the CREATE procedure, the Receiver (Hosting CSE) shall:

· Check whether the Originator is authorized to request the procedure.

· Check whether the provided attributes of the <locationPolicy> resource represent a valid Request.

· Upon successful validation of the above procedures, the Hosting CSE creates the <locationPolicy> resource and automatically creates <container> resource where the actual location information is/are stored and the resources shall contain cross-reference between the both resources: locationContainerID attribute for <locationPolicy> resource and locationID attribute for <container> resource.
· So this means that a new container is created for every new locationPolicy resource. How does the CSE distinguishes a container containing location related information vs one that includes application information. Is it  the presence of the locationID attribute
· Check the defined locationUpdatePeriod attribute. If a valid period value is set for this attribute, the Hosting CSE performs the positioning procedures as per the configurations in the <locationPolicy> resource and stores the results (e.g., position fix, uncertainty) in the created <container> resource. However, if no value (e.g., null) is set, the positioning procedure is performed when the created <container> for location information is retrieved.

· Check the defined locationSource attribute, the positioning procedures mentioned above are different. The locationSource attribute is set based on the capabilities of a target M2M Node and the Underlying Network in which the Node resides.

· 
For Network-based case, the Hosting CSE will transform the Request from the Originator into Location Server request following the attributes (e.g., locationTargetID, locationServer) defined in the <locationPolicy> resource. Additionally, the hosting CSE shall also provide default values for other parameters (e.g. required quality of position) in the Location Server request [i.1] according to local policies. Then the Location Server in the Underlying Network performs positioning procedures, and returns the results.
· U mean the CSE has to find a Location Server that can report the location of the M2M device. How is this done (magic). Is this information stored in the locationServer Attribute. If not what is that attribute for. 

· This also applies only to an IN node, and which is not stated.
This whole procedure is severely underspecified.

· The specific mechanism used to communicate with the network Location Server depends on the capabilities of the Underlying Network and other factors. For example, it could be either the OMA Mobile Location Protocol [i.2] or OMA RESTful NetAPI for Terminal Location [i.3]. 

NOTE: The details of the mechanisms will be addressed in the Protocol Specification. 

· For Devic-based case, this case is applicable if the Originator is ASN-AE and the ASN has location determination capabilities (e.g., GPS). The Hosting CSE is capable of performing positioning procedure using the module or technologies.

· For Sharing-based case, this case is applicable if the Originator is ADN-AE and the Hosting CSE is MN-CSE and the ADN is resource constrained node, no GPS module and Network-based positioning capabilities. When the Hosting CSE receives the CREATE request and if the Hosting CSE can find the closest Node from the Originator in the M2M area network (e.g., based on the topology information defined in the <node> resource), the location information of the closest Node shall be stored as the location information of the Originator, or if the Hosting CSE cannot find any closest Node, the location information of the Node of the Hosting CSE (MN) shall be stored as the location information of the Originator.

The term sharing is used to reflect what exactly. Also how the originator does identifies its type so that these checks can be validated.
* * * End of 9th Change * * * 

* * * Start of 10th Change * * * 

* * * End of 10th Change * * * 

© 2013 oneM2M Partners
                                                                                                   Page 3 (of 14)



[image: image2.png]_1445350549.vsd

