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The 3GPP system has unique core assets, denoted as 3GPP service capabilities, such as Communications, Context, Subscription and Control that may be valuable to application providers. 3GPP Mobile Network Operators (MNO) can offer value added services by exposing these 3GPP service capabilities to external application providers, businesses and partners using web based APIs. In addition, 3GPP MNOs can combine other internal or external services with their network capabilities to provide richer, composite API services to their partners. This R13 project studies and evaluates architecture enhancements for a service capability exposure framework wherein 3GPP system provided service capabilities are exposed via one or more standardized APIs, e.g. the OMA-API(s). 
The main key issue studied is the architecture enhancement with the definition of the Service Capability Exposure Function (SCEF) in 3GPP core network. TS 23.682 has been updated with the Service Capability Exposure Function (SCEF) as shown in Figure x.x below.
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Figure 1  3GPP network architecture for Service Capability Exposure

The Service Capability Exposure Function (SCEF) provides means to securely expose the services and capabilities provided by 3GPP network interfaces, for external parties to discover the exposed service capabilities and access to network capabilities through homogenous network application programming interfaces (e.g. Network API) defined by OMA, GSMA and other standardization bodies. The SCEF abstracts the services from the underlying 3GPP network interfaces and protocols.
The SCEF is always within the trust domain of a network operator. An application can belong to the trust domain or may lie outside the trust domain.
The functionality of the SCEF includes the following:
-	Authentication and Authorization of external entities connecting/querying SECF, 
-	Ability for the external entities to discover the exposed service capabilities
-	Policy enforcement, e.g. infrastructural policies to protect platforms and network, business policies and application layer policies:
-	Assurance, including integration with O&M systems, assurance process related to usage of APIs,
-	Accounting: traffic documentation
-	Access: issues related to external interconnection and point of contact
[bookmark: _Toc405568256]-	Abstraction: hides the underlying 3GPP network interfaces and protocols to allow full network integration. 

Besides defining the SCEF, the AESE study has also concluded with solutions to the following key issues:
For key issue 2 - setting up an AS session with required QoS, the solution with SCEF interworking with the PCRF is agreed.  
The main idea is when the SCEF receives the API request from the 3rd party AS to provide QoS for an AS session, the SCEF transfers the request to provide QoS for an AS session to the PCRF via Rx interface.
The figure 2 below illustrates the interactions between AS, SCEF, and PCRF in this solution. 


Figure 2: Setting up an AS session with required QoS 
When setting up the connection between AS (Application Server) and the UE with required QoS for the service, the AS sends an on-demand QoS request (application information) to the SCEF. The SCEF authorizes the AS for the connection and QoS request. The SCEF then transfers the request to provide QoS for an AS session to the PCRF via the Rx interface. The PCRF derives the required QoS based on the information provided by the AS and determines whether this QoS is allowed based on e.g. network policy and the current network load status, and notifies the result to the SCEF. As specified in TS 23.203, the PCRF generates the PCC rules for the service based on the requested QoS and provides these PCC rules to the PCEF.
NOTE:	The concept of requesting a pre-defined QoS is specified by OMA in the RESTful Network API for Quality of Service. The pre-defined QoS is part of the SLA between the operator and the 3rd party AS.

For key issue 3 - Change the chargeable party at the session set-up or during the session, the solution with SCEF and PCRF interworking is agreed.
The main idea is that for sessions terminating to an AS, the 3rd party indicates the expected chargeable party to the SCEF, and then the SCEF transfers the request to change the chargeable party to the PCRF via the Rx interface. When setting up the connection between the AS and UE, the AS may request to become the chargeable party for the session to be set up according to the procedure in clause 6.4.1.1 of TR 23.708 (AESE). This is existing PCRF functionality defined in TS 23.203 for sponsor connectivity that is now exposed via the SCEF.  
For key issue 4 - support of network resource optimization, the solution with 3rd party AS interaction on information for predictable communication patterns is agreed.
The solution defines the mechanism for AS to provide relevant information of a communication pattern of a UE or a group of UEs to the corresponding core network node in order to provide the derived network resource optimizations for such UE(s).
The SCEF may receive communication patterns for the data traffic and/or the mobility pattern. Examples of parameters that may be contained in these communication patterns include: the UE’s data traffic and mobility communication patterns, such as: periodic communication indicator, timer, duration and average data value per communication, stationary indication and location, mobility  area and average speed, etc.   
The SCEF derives appropriate network parameters based on the received communication pattern from the 3rd party service provider, and provides the derived network parameters to selected appropriate functional entities (e.g. MME, eNodeB, etc.) For example, the AS provides the corresponding communication pattern (CP) to the SCEF, which then authenticates and authorizes the request and selects appropriate network parameters based on operator policy and provides them to the corresponding MME(s). The MME uses the CP for deriving the CN assisted eNB parameters and takes also the local network conditions and local configuration into account and stores them.
The possible use of these parameters includes:  the CN assisted parameters provide the eNB with a way to interpret the UE behavior like expected “UE activity behavior” and/or “expected HO interval”; or the MME provides CN assistance information to the eNodeB if available, during the setup of the S1 signalling connection (e.g., Attach, Service Request), etc.
For key issue 6 - informing the 3rd party about potential network issues, the solution using the RAN user plane congestion solution (defined as part of Rel-13 UPCON work along with the SCEF framework) is agreed.  
For key issue 7 - 3GPP resource management for background data transfer, the agreed solution is described below:
The SCEF receives the API request from the 3rd party for a background data transfer to UEs, including the desired time window for the data transfer and the volume of the data expected to be transferred. The SCEF identifies the corresponding policy group as well as the PCRF responsible for it and sends the request to the PCRF. The PCRF determines a transfer offer including one or more recommended time windows for the AS data transfer together with a maximum aggregated bitrate for the set of UEs and a charging rate. The SCEF forwards the transfer offer to the 3rd party AS. If the transfer offer contains more than one time window, the 3rd party AS selects one of the time windows and informs the SCEF about it (which forwards this to the PCRF). When the selected time window starts, the PCRF triggers PCC procedures according to 3GPP TS 23.203 [7] to provide the respective group policing and charging information to the PCEF.
The study result is captured in TR 23.708.

2. Monitoring Enhancements (MONTE)
As part of R13 Machine Type Communications (MTC) projects, this work item studies in particular the ability to monitor various aspects of device operation. A primary mechanism was defined that allows an application, e.g., an SCS/AS as defined by oneM2M, be able to access the set of capabilities required for monitoring via different 3GPP interfaces/nodes e.g. HSS via Sh (with enhancements), or PCRF via Rx (with enhancements), or MME/SGSN via the new interface T6a/T6b to SCEF (See the figure in sec 1).  .
The mechanism defined involves the use of the AESE architecture as described in section 1 of this paper. The SCS/AS accesses the Service Capability Exposure Function (SCEF) which can use any of the 3GPP defined interfaces that the PLMN operator has chosen to expose. The SCEF is inside of the PLMN operator’s trust domain and so able to apply PLMN operator policies. The SCEF can use a new interface (S6t) to insert the trigger into the HSS. If the HSS can supply the answer in a single report, it does so immediately to finish the request. If the serving MME/SGSN is the entity that must satisfy the request, the HSS uses existing procedures to send the trigger to the serving MME/SGSN. If the request can be satisfied by a single report, the report can be sent to the HSS to be sent to the SCEF, and finally back to the SCS/AS. If, however, the request involves multiple reports, the serving MME/SGSN can send the reports directly to the SCEF. Of course, since the SCEF can apply PLMN operator policies, the reports may be filtered before being sent to the SCS/AS.
The particular events and data that are supported in Release 13 are:
· Single report of roaming status or serving network of UE
· Change in roaming status or serving network of UE
· Single report of current location of UE
· Single report of last known location of UE
· Reporting upon change of location area
· Continuous reporting of Location
· Change in association of the MTC device and UICC
· Loss of connectivity
· UE reachability
· Communication failure
· Reporting the number of UEs present in a certain area

A new interface, named T6a/T6b, from the MME/SGSN to the SCEF is defined in Release 13 to support delivery of reports from the MME/SGSN to the SCEF. 

The mechanism for monitoring described here is generic, in the sense that additional events and data requests can be supported using this same mechanism, if there is an agreed need in the future to do so. 
The study report is captured in TR 23.789, and the specification TS 23.682 is updated for the architecture and features. 


3. Optimizations to Support High Latency Communication (HLcom)
This work item studies system enhancements to support the scenario where applications communicate with temporarily unreachable devices (could be for a long period) over the 3GPP IP connectivity, and being able to support large numbers of such devices in the system without negatively affecting the system performance. 
The specific scenario is the downlink access for devices that are not reachable for a long period, e.g.,  due to the UE being in Power Saving Mode (PSM) and the problems associated with such devices (e.g. packet discard when the UE sleeps, frequent retransmissions, load on the CN network, waste of radio resources and UE power when the network unnecessarily conveys retransmit packets, etc.).  
Currently, when downlink data arrives for a UE that is in ECM-IDLE mode, at least one IP packet is buffered in the SGW and the UE is paged. When the UE responds to the paging, the buffered IP packet(s) is transmitted to the UE. If there is no paging response within an SGW implementation specific period of time, the packets are discarded. When downlink data arrive for a UE that is in a power saving state, e.g. PSM (Power Saving Mode) or is temporarily unavailable, e.g., extended idle mode due to DRX (Discontinuous Reception), the IP packets are immediately discarded in the SGW. No paging is done for the UE. This can result to 
-    Higher load on the network
-	Difficulty to reach devices that use power saving functions
-	Applications being required to handle frequent transmission failures of transport protocols.
-	Frequent use of device triggering at network initiated communication with devices using power saving functions
And in particular for the cases where the device is reachable again in a reasonable amount of time the current behavior may lead to:
-	Application layer attempts which may be out of sync with the actual UE availability, which would cause extended latency to reach the UE or lack of reachability;
-	Difficulty to reach devices that use extended DRX, which could make cellular a less preferred choice, for example for Internet-of-Things and MTC applications.
 To solve or minimize the above problems, multiple solutions are agreed: 
1) For cases where the expected temporary unavailability for DL data reachability is compatible with the delay tolerance of the application layer and transport protocols, the DL data can be buffered in the SGW/Gn-SGSN so that when the UE is available again, the data can be immediately delivered. The MME/SGSN, when it receives a DDN, would check whether this optimization for HL communications is applicable, i.e. it checks whether the UE applies features that cause high latencies like PSM or eDRX. If so, it would immediately return a DDN ACK with the request to store packets for up to a DL buffering time T and to not send any further DDNs until the timer T expires. The MME/SGSN remembers that paging is needed at the next occasion or that RAB(s) need to be set up when the UE becomes reachable. The SGW then buffers the DL packet(s) and waits for the establishment of the S1-U/S12/Iu bearers for the UE, or until time T has elapsed. The SGW may discard all buffered packets that are stored longer that time T. While there are packets in the buffer or the timer T is running, the SGW does not issue any additional DDN upon receiving any additional DL packet for the same UE. And if more than a SGW-decided amount of packets are received, the SGW also starts discarding packets.

2) For coordinating with the AS/SCS when downlink data can be sent to a UE that uses PSM or eDRX, 2 solutions are agreed to allow AS registering with network nodes for UE availability notice.   

a) The AS registers with the SCEF.  If an SCS/AS wants to send downlink data to a sleeping UE (e.g. to a UE that is adopting Power Saving Mode), the SCS/AS registers a new onetime 'UE reachability' monitoring event via the SCEF-interface/API in order to detect delivery availability. Then the SCS/AS sends MT data only when the UE is reachable, i.e. when the SCS/AS receives a 'UE reachability' notification. 
b) The AS registers with the HSS via the SCEF. In this solution, the AS contacts the SCEF to subscribe with the HSS for “Notify on available” event notification. The registration is made known to MME/SGSN.  The AS will get notification from the MME/SGSN via the SCEF only when the UE becomes reachable.
3) For coordination of maximum latency between the application and the network, 2 solutions are agreed.  
a) Through the use of coordination between the UE and the application for setting of PSM maximum response time (with which the application is tolerant for the initial IP packet transmission). The application either pre-configures the UE or coordinates online with the UE for the “maximum response time”. When the parameters for PSM and eDRX are set in the EMM/GMM NAS requests and sent to the MME/SGSN, the MME/SGSN checks the received parameters and time values and sets relevant MME/SGSN timers based on the received time values, operator policies and network configuration, and returns the negotiated Active time and Extended Periodic Timer in the NAS response. The end-to-end experience should be that any (initial) MT data does not exceed the maximum response time conveyed. 
b) Through the parameter setting on Maximum latency in monitoring event configuration from the SCS/AS to the SCEF, as defined in MONTE for the UE Reachability event.  This is documented in TR 23.789 for MONTE. 

The HLcom study result is captured in TR 23.709. 

4. Group Based Enhancement (GROUPE) 
Based on the requirements in TS 22.368 sec 7.2.14, to optimize handling of groups of MTC devices in the network, this work studies and evaluates architectural enhancements required for Group based features. In R13, the following key issues have been studied and concluded:  
1) Message delivery to a group of devices. 
Group based messaging can be used to efficiently distribute the same message (e.g. a trigger request) to those members of an MTC group that are located in a particular geographical area on request of the SCS (Service Capability Server). 
Proposed solutions based on cell broadcasting, MBMS, using PDN connections, and T4 message delivery are studied. I t is agreed that the MBMS architecture is re-used for group message delivery. The BM-SC (Broadcast Multicast Service Centre) allocates a TMGI (Temporary Mobile Group Identity) for a specific MBMS user service.
In the solution, the SCEF is connected to the BM-SC. SCS/AS provides the content to be broadcasted and additional information to SCEF. 
Figure 3  below shows the group message delivery architecture. 



Figure 3, MBMS based group messaging architecture

The SCEF authenticates and authorizes the SCS/AS requests. It is still being decided if this is done by interrogating the HSS or is directly authorized within the SCEF.  If there is no assigned TMGI for an External Group Id, the AS can coordinate with the BM-SC through the SCEF for TMGI allocation.  The SCEF optionally includes some parameters, such as TMGI, geographic area of delivery, delivery schedule, group message content in the Activeate MBMS Bearer Request message and forwards the message to the BM-SC. This will trigger the session start procedure based on the service areas. The SCEF or SCS/AS provides the group message content to the BM-SC on the MB2-U interface at the scheduled time; the SCEF can also generate CDRs for the session.  
Group message delivery using MBMS is more suitable to deliver a group message to a large group membership in a particular geographical area. This solution has limited applicability and does not support all the scenarios, e.g. UEs not supporting MBMS, UEs sitting in areas where MBMS is not deployed.
2) Group based NAS level congestion control
Devices that belong to a predefined group may overload the MME by generating a large amount of NAS signalling. For example, a particular group of devices may continuously try to connect to a non-responding server and does so by repeatedly (and successfully) re-attaching to the network during the recovery phase of this particular server. This causes a significant amount of unnecessary attach procedures and, depending on the number of affected devices, this may disturb or even hinder the attach procedures of other UEs that do not relate to the failure of the MTC server.   
The key issue is about how the network determines that UEs belonging to a specific group are causing NAS signalling overload/congestion, to provide a mechanism for the MME/SGSN to distinguish attach requests originating from this group of devices which is to be identified by the proposed group identifier and to apply existing NAS level mobility management congestion control schemes.   
A 3gpp internal group identifier “internal-group-id” is used to identify a group the UE belongs to. It is part of the subscriber data in the HSS and is sent by the HSS to the MME/SGSN as part of normal EPS signalling.

The determination of NAS signalling overload/congestion is at an individual MME/SGSN granularity. 
The MME/SGSN may detect the NAS signalling congestion associated with the Group and start and stop performing the Group based congestion control based on criteria such as:
-	Maximum rate of EPS Bearer activations per Group;
-	Maximum rate of mobility management signalling requests associated with the devices of a particular Group based on per Group thresholds; and/or, 
-	Maximum rate of EPS Bearer activations per Group and APN;
-    Maximum rate of session management signalling requests associated with the devices of a particular Group and a particular subscribed APN based on Group and APN thresholds; and/or
-	Settings in network management.
Similar mechanisms as defined in TS 23.401 for APN based congestion control will be used to address congestion control for group based mobility management and session management signaling.  
Group_ID-list is added in HSS data and MME MM bearer control data in TS 23.401.  

3) Group based addressing and identifiers
Group based addressing and identifiers are essential to support group based features such as delivery of group messaging and group policing, to determine if a subscription is a member of a specific group, or to address the individual devices within a group. But in this release the entity responsible for the mapping is assumed to be out of 3GPP scope.

The study result is documented in TR 23.769.  Technical Specification TS 23.401 and 23.682 have been updated for group based enhancement features.  The 3GPP Architecture for Service Capability Exposure diagram (fig 4.2-2) in TS 23.682 is updated with the BM-SC to SCEF interface (MB2). 
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