6.5  LWM2M Object Transport and Interworking

6.5.1
Introduction

The LWM2M Client uses the Device Management & Service Enablement interface to  provide the capabilities for the LWM2M Server of the IPE  to access LWM2M Objects, Objects Instances and Resources available from the LWM2M Client. 
The LWM2M  Objects Instances of the LWM2M Client are  represented as <container> resources in the M2M Service Layer,

These <container> resources are  linked  to the <AE> resource which represents the LWM2M Endpoint (i.e the LWM2M Client).
In reference to clause 6.4, at the end of this registration phase each declared LWM2M Object or LWM2M Object Instance is associated  to a <container>  resource created with  the resourceName attribute set to the proper respectively LWM2M Object (e.g /9) or LWM2M Object Instance (e.g. /9/1) identifier  (e.g. /9/1)

When a oneM2M CRUD request is addressed from a Local CSE to an Hosting CSE representing a LWM2M Endpoint, the LWM2M Interworking Proxy is likely to behave according to two operating modes, namely the Interworking Active Mode or the Interworking Lazy Mode.

In the Interworking Active Mode (clause 6.5.2) , the LWM2M Objects Instances and their oneM2M <container> resources representation are permanently synchronized. On the contrary, in the Interworking Lazy Mode (clause 6.5.3), the LWM2M Object Instances  and their oneM2M <container> resources representation are synchronized only on demand. A mixed of both modes, the Interworking Mixed Mode,  is also specified in section 6.5.4 as a possible optimization  in regard to performance and storage consumption.
The targeted resources are identified as specfified in clause 6.3

6.5.2  Interworking Active Mode
This mode is the only mode supported by a standard hosting CSE.
In that mode,  the <container> resources representing the LWM2M Objects Instances present in the LWM2M Client,  are continually refreshed by the LWM2M IPE according to the LWM2M Observation/Notification  process which has been set during the registration phase (refer to clause 6.4).
Furthermore, as also specified in clause 6.4, when LWM2M IPE creates a oneM2M <container> Resource, a subscription is also created on that <container> Resource. According to that subscription, each time a <container>’s child resource is modified (e.g <contentInstance> resource ) the LWM2M IPE is notified via the Mca reference point.

Namely, that feature is used when a CRUD request targets a <container> resource and its <contentInstance> resource representing a LWM2M Object Instance.

Following sub-clauses specify the sequences of operations involved for each particular CRUD request in that Interworking Active Mode. 
6.5.2.1  oneM2M CREATE Procedure

<to be fill up>
6.5.2.2  oneM2M RETRIEVE Procedure

In that mode, the <container> resources (namely their linked  <contentInstance> resource) are periodically refreshed by the LWM2M IPE with the up-to-date values of the LWM2M Objects Instances due to the LWM2M notification process installed during the registration phase (refer to clause 6.4). 

So a RETRIEVE request on a hosting CSE representing a LWM2M Endpoint,  will simply return the proper Resource according  to the procedures for the type of interworking (e.g., Transparent, Semantic) as described in clause 7 or 8. 
6.5.2.3  oneM2M UPDATE Procedure

An update  request on a hosting CSE representing a LWM2M Endpoint,  will be treated according to the following steps:
Step 001:  Find the targeted <container> resource and delete its current <contentInstance>  resource
Step 002:  Create a new  <contentInstance>  resource in place of the previous destroyed one, and install the new data in it (<contentInstance>  resource replacement process)
Step 003:  on <contentInstance>  resource modification, the LWM2M IPE is notified and retrieves the new created <contentInstance>  with the data in it.
Step 004:  the LWM2M IPE Server side, use information from the updated  <contentInstance>  resource for addressing the proper Object Instance and for updating it through the LWM2M WRITE/UPDATE command
Step 005 : the LWM2M IPE refreshes the  <contentInstance> resource  with the up-to-date values of the targeted Object Instance (<contentInstance>  resource replacement process)
Step 006 :  the response code is returned to the originator of the request according to the table provided in clause 6.5.5
6.5.2.4  oneM2M DELETE Procedure

<to be fill up>
6.5.3  Interworking Lazy Mode
In addition to the Interworking Active Mode, the Interworking Lazy Mode can also be supported when a LWM2M IPE is deployed as an ASN embedding CSE capability in order to simplify the interaction between the LWM2M data model and its oneM2M  <container> resource-based representation. 

According to clause 5, this specific LWM2M IPE ASN  can be viewed as follows :
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In that mode, the registration procedure as described in clause 6.4 is simplified according to the fact that neither <container> resource subscription, nor LWM2M Observation/Notification are required.

The <container> resources representing the LWM2M Objects Instances,  will have their obsolete <containInstance>  resources automatically removed or updated. The “expirationTime” attribute of the <contentInstance> resource will be set and used on that purpose. 
Following sub-clauses specify the sequences of operations involved for each particular CRUD request in that Interworking Lazy Mode
6.5.3.1  oneM2M CREATE Procedure

<to be fill up>
6.5.3.2  oneM2M RETRIEVE Procedure

A RETRIEVE  request on the hosting CSE representing a LWM2M Endpoint,  will be treated according to the following steps:
Step 001:  Find the targeted <container> resource
Step 002:   if the proper <contentInstance>  resource is present (no obsolescence), the data will be simply returned                     according  to the procedures for the type of interworking (e.g., Transparent, Semantic) as described in clause 7 or 8.
Then Jump to step 004
Step 002’: if the proper <contentInstance>  resource is not present (due to obsolescence, or no registered LWM2M Object Instance), 

Step 002’-01 : an access to the LWM2M targeted object is performed using the READ command
Step 002’-02 : a new  <contentInstance > resource is created and filled up with the fresh data got from Step002’-01

Step 003:  the step 002 is replayed if no error occurs in step 002’-01 and 002’-02
Step 004:  response code is returned to the originator of the request according to the table provided in clause 6.5.4
6.5.3.3  oneM2M UPDATE Procedure
The oneM2M UPDATE operation targeting a Resource maintained by a CSE representing a LWM2M Endpoint, will trigger the following  actions :

Step 001:  Find the targeted <container> resource
Step 002:   if the proper <contentInstance>  resource is present (no obsolescence), it must be deleted 
Step 003:  an access to the LWM2M targeted Object Instance is performed and their data are updated using the  LWM2M WRITE/UPDATE command

Step 004:  a new <contentInstance>  resource is created and filled up with the fresh LWM2M Object Instance 
Step 005: response code is returned to the originator of the request according to the table provided in clause 6.5.4
6.5.3.4  oneM2M DELETE Procedure
<to be fill up>
6.5.4  Interworking Mixed Mode

<to be fill up>

6.5.5  oneM2M Resource Operation Responses
	LWM2M Errors

Client Device Management & Service Enablement interface
	oneM2M Resource Operation Response

	Create


	

	Read

2.05 Content:

4.01 Unauthorized

4.04 Not Found

4.05 Method Not Allowed

4.06 Not Acceptable 
	2000  OK

4103

4004

4005

4102

	Write
2.04 Changed
4.00 Bad Request
4.04 Not Found

4.05 Method Not Allowed

4.06 Not Acceptable
	2004 Changed

4000

4004

4005

4102

	Delete

2.02 Deleted
4.01 Unauthorized
4.04 Not Found

4.05 Method Not Allowed
	2002  deleted

4103

4004

4005
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