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Introduction
R01- Editorial changes agreed during presentation
During review and discussion of ARC-2017-0185 which addressed this same problem, just before agreeing to the contribution, a new solution was proposed which I describe in this new contribution.

From TS-0001 v3.5.0, table 10.2.7.11-1, Processing at Group Hosting CSE
•
The group Hosting CSE may stop aggregating the notifications when the expirationTime of the corresponding subscription expires


This implies that we can stop tracking for a particular notificationForwardingURI when the subscription resource(s) are supposed to expire. But this does not indicate a duration for how long to aggregate notifications targeted to a specific notificationForwardingURI.
Generically, group fanoutPoint CRUD requests use the "result expiration time" as the duration of aggregation of responses, but that request parameter does not apply because a notification is initiated by member hosting CSEs.

Example:
Consider a case where a group hosting CSE receives one or more notifications from the group members for the case where all the group members have the same subscription (i.e. subscription was previously fanned out to all group members with notificationForwardingURI present). 
· The group hosting CSE needs to aggregate the notifications and combine them into an m2m:aggregatedNotification. 

· If only some of the group members detect a notification event, only a subset of the group members will generate a notification.
· How long should the group hosting CSE wait after receiving a first notification from a group member before it sends out an aggregated notification? 
Without stating this, we cannot define a compliance test for this functionality.

1 – we do not specify a system default can be used

2 – if we only use a system default without the ability to specify the value, we cannot test the functionality and declare PASS or FAIL. Consider an implementation that NEVER sends an aggregated response.  A valid response from the developer of the SUT is that my system default is longer than you waited for.

Procedures are needed to define how to aggregate notifications. 

In ARC-02017-0185, I recommend that we use batchNotify to define the needed parameters since the functionality that we are describing is the same. 

	BatchNotify
	0..1
	RW
	This attribute (notification policy) indicates that the subscription originator wants to receive batches of notifications rather than receiving them one at a time. This attribute includes : the number of notifications to be batched for delivery and the duration. When only the number is specified by the subscription originator, the Hosting CSE shall set the default duration given by M2M Service Provider. 
If batchNotify is used simultaneously with latestNotify, only the latest notification shall be sent and have the Event Category set to "latest".


The new proposed solution adds new attributes to the group resource that specify the time duration to wait for aggregating notifications and/or the number of notifications to wait for.
Advantage of this approach is that all behaviour for the group hosting CSE is defined in the <group> resource, compared to the previous solution that had some behaviour defined in the subscription resource.
A disadvantage is that all subscriptions using this group will have the same characteristics for aggregation.
----------------------- Start of change 1 -----------------------
9.6.13
Resource Type group
The <group> resource represents a group of resources of the same or mixed types. The <group> resource can be used to do bulk manipulations on the resources represented by the memberIDs attribute. The <group> resource contains an attribute that represents the members of the group and the <fanOutPoint> virtual resource that enables generic operations to be applied to all the resources represented by those members. By grouping <semanticDescriptor> resources across which a semantic description is distributed, another virtual resource (<semanticFanOutPoint>) enables semantic discovery procedures to be applied across the full logical tree in the description.
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Figure 9.6.13-1: Structure of <group> resource

The <group> resource shall contain the child resources specified in table 9.6.13-1.

Table 9.6.13-1: Child resources of <group> resource

	Child Resources of <group>
	Child Resource Type
	Multiplicity
	Description
	<groupAnnc> Child Resource Types

	[variable]
	<semanticDescriptor>
	0..n
	See clause 9.6.30
	<semanticDescriptor>, <semanticDescriptorAnnc>

	[variable]
	<subscription>
	0..n
	See clause 9.6.8
	<subscription>

	fopt
	<fanOutPoint>
	1
	See clause 9.6.14
	none

	sfop
	<semanticFanOutPoint>
	0..1
	See clause 9.6.14a
	none


The <group> resource shall contain the attributes specified in table 9.6.13-2.

Table 9.6.13-2: Attributes of <group> resource

	Attributes of 
<group>
	Multiplicity
	RW/

RO/

WO
	Description
	<groupAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3.
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3.
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3.
	NA

	parentID
	1
	RO
	See clause 9.6.1.3.
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3.
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	creationTime
	1
	RO
	See clause 9.6.1.3.
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3.
	NA

	announceTo
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	announcedAttribute
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	dynamicAuthorizationConsultationIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	OA

	creator
	0..1
	RO
	See clause 9.6.1.3.
	NA

	memberType
	1
	WO
	It is the resource type of the member resources of the group, if all member resources (including the member resources in any sub-groups) are of the same type. Otherwise, it is of type 'mixed'.
	OA

	currentNrOfMembers
	1
	RO
	Current number of members in a group. It shall not be larger than maxNrOfMembers.
	OA

	maxNrOfMembers
	1
	RW
	Maximum number of members in the <group>.
	OA

	memberIDs
	1 (L)
	RW
	List of member resource IDs referred to in the remaining of the present document as memberID. Each ID (memberID) should refer to a member resource or a (sub-) <group> resource of the <group>. A <group> resource with an empty member list is allowed.
	OA

	membersAccessControlPolicyIDs
	0..1 (L)
	RW
	List of IDs of the <accessControlPolicy> resources defining who is allowed to access the <fanOutPoint> resource.
	OA

	memberTypeValidated
	0..1
	RO
	Denotes if the resource types of all members resources of the group has been validated by the Hosting CSE. In the case that the memberType attribute of the <group> resource is not 'mixed', then this attribute shall be set..
	OA

	consistencyStrategy
	1
	WO
	This attribute determines how to deal with the <group> resource if the memberType validation fails. Its possible values are:

· ABANDON_MEMBER.

· ABANDON_GROUP.

· SET_MIXED.

Which means delete the inconsistent member if the attribute is ABANDON_MEMBER; delete the group if the attribute is ABANDON_GROUP; set the memberType to "mixed" if the attribute is SET_MIXED.
If it is not given by the Originator at the creation procedure, default is " ABANDON_MEMBER "
	OA

	groupName
	0..1
	RW
	Human readable name of the <group>.
	OA

	semanticSupportIndicator
	0..1
	RO
	Indicator of support for sematic discovery functionality via <semanticFanOutPoint>.
	OA

	notifyAggregation
	0..1
	RW
	This attribute specifies the number of messages and/or the duration that the group hosting CSE will aggregate notification messages when the subscriptions created specify aggregation of notifications i.e. specifying the notificationForwardingURI of the original <subscription> resource. 
	OA


----------------------- End of change 1 -----------------------
----------------------- Start of change 2 -----------------------
10.2.7.12
Aggregate the Notifications by group

This procedure shall be used for the group Hosting CSE to aggregate the notifications from member hosting CSEs and forward the aggregated notification to the subscriber.

Table 10.2.7.12-1: Aggregation of Notifications by group

	Aggregate Notifications by group

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	The same as table 10.2.12-1

	Processing at Originator before sending Request
(Member Hosting CSE)
	Whenever the resource that is subscribed-to is modified in a way that matches the policies as is specified in clause 9.6.8, notification needs to be sent to the subscriber, the Members Hosting CSE shall:

· Notify the subscriber at the notificationURI and include the notificationForwardingURI in the notification, if it exists

	Processing at Group Hosting CSE
	For the notification procedure, the Group Hosting CSE shall:

· On receiving the notifications from the member hosting CSEs at the notificationURI generated by the group Hosting CSE during fanning out the <subscription> creation request, validate if the notification is sent from its member resource and contain a notificationForwardingURI attribute

· Upon successful validation, aggregate the notifications which have the same notificationForwardingURI for the duration specified in notifyAggregation or until the number of notifications specified in notifyAggregation are received, which ever occurs first. 
· Send the aggregated notification to the subscriber according to the notificationForwardingURI in the notification. In the case the addressed group is the member of another group through which the subscription is created the notification shall be sent according to the mapping of the notificationURI of the two <group> hosting CSEs

· Wait for the response. After receiving the response, split the response and respond to the members hosting CSEs separately

· The group Hosting CSE may stop aggregating the notifications when the expirationTime of the corresponding subscription expires

	Processing at Member Hosting CSE
	The subscriber shall treat every notification extracted from the aggregated notification as a separate notification received from the subscribed resource and generate corresponding responses. The subscriber shall aggregate the responses to these notifications and send the aggregated response to the group Hosting CSE

	Information in Response message
	According to clause 10.1.5

	Processing at Originator after receiving Response
	According to clause 10.1.5

	Exceptions
	According to clause 10.1.5


----------------------- End of change 2-----------------------
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