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1. Rationale
During the Management TR discussion on Gap Analysis of MGR-001, the clear definition of resource constrained devices is needed. Actually, we cannot define what the constraint is from the device resource perspective. However, IETF LWIG WG carried out some researches on the guideline for LW device implementation and oneM2M MAS WG can utilize the output that the classification of the constrained device according to the correlation between memory usage and available protocol stacks since our management technologies make use of the different protocol stacks such as TCP, UDP, HTTP, and CoAP.
------- the first input (reference)----------
2.2
Informative references

The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.

[i.29]
C. Bormann and M. Ersue, “Terminology for Constrained Node Networks”, draft-ietf-lwig-terminology-05, July 09 2012.
[i.30]
A. Sehgal, V. Perelman, S Kuryla and J Schonwalder, “Management of Resource Constrained Devices in the Internet of Things”, IEEE Communication Magazine (Vol.50, Issue.12), Dec 2012.
-----end of the first--------------------------

-----the second input (annex A) ---------
Annex A:
Guidance for Managing Resource Constrained Devices
The oneM2M specification is expected to support devices that are resource constrained. As seen clearly in the section 6 of this report, different types of constrained devices, according to memory and processing capabilities, can be managed by using different management technology. In this annex, the proper definition what resource constrained devices are and what kinds of management technologies are suitable to apply the constrained devices are discussed as a guideline.
A.1
Classification of Resource Constrained Devices
One of controversial issues is that there is no the clear definition of ‘resource constrained devices’ and ‘lightweight or heavy devices’. However, there is a useful reference [i.29] to the definition of constrained devices. It can be used for enabling the classification of devices according to the RAM and storage usage for implementing protocol stacks to apply the management technologies since OMA DM 1.3/2.0, OMA LWM2M, and BBF TR-069 utilize the different binding protocols stacks.
[i.29] defines some succinct terminology for different classes of constrained devices. The table below represents the criteria of each classes based on the memory constraints. 

	Name
	Data Size (e.g. , RAM)
	Code Size (e.g., Flash)

	Class 0
	<< 10  kilobytes
	<< 100  kilobytes

	Class 1
	~ 10  Kilobytes
	~ 100 kilobytes

	Class 2
	~ 50  kilobytes
	~ 250  kilobytes

	Class 3
	>> 50 kilobytes
	>> 250 kilobytes


· Class 0 (C0)

· Devices are very constrained (i.e., CPU, RAM, Flash) sensor-like nodes
· No possibility to have a direct communications with the Internet in a secure manner

· Deployed with a larger device acting as a management proxier and/or gateway
· Class 1 (C1)

· Has the capability to connect with nodes across the Internet in a secure manner using a constrained protocol stack (e.g., DTLS, UDP, CoAP) and various encoding protocols (e.g., TLV, JSON, Javascript)
· Messages between nodes are typically transmitted within 1 packet due to the cost of packet fragmentation and reassembly within the Device
· Devices typically support 1 M2M Application

· Devices have simple mechanisms in place to communicate behind network firewalls and NATs.
· Class 2 (C2)

· Has the capability to connect with nodes across the Internet in a secure manner using a full featured and reliable protocol stack that typically consists of TCP, HTTP, TLS (security) and various encoding protocols (e.g., XML, SOAP).

· Devices have mechanisms in place to communicate behind network firewalls and NATs.
· Class 3 (C3)

· Has the capability to be deployed as a management proxier – connecting C0 devices to nodes within the Internet.

· Provides additional gateway features (e.g., multiple M2M applications)
Note: [i.29] defines only 3 classes from C0 to C2. In this annex, C3 is defined to designate some management proxier and/or gateway as a new class, higher than C2. 
Note: The class of a device doesn’t mean a device cannot be deployed with lightweight and energy-efficient aspects of the transport protocols which can consume less bandwidth across the network (e.g., HTTP compression).
A.2
Device Classes and Management Technologies 
The existing management technologies utilize the different protocol stacks and the different protocol stacks consumes different amount of memory. The figure below demonstrates what kinds of protocol stacks are used by the management technologies and the appropriate device class of each technology based on the analysis of the previous section A.1.
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Figure X   Protocol Stacks and Device Class used by the management technologies
It means that, as an instance, the BBF TR-069 enabled devices might be consisted of Embedded OS (2 KB) + TCP (4 KB) + SSL/TLS (36 KB) + HTTP (4 KB) + REST Engine (0.7 KB) + BBF TR-069 Client (less than 150 KB) < 250 KB (C2 Requirement) to fulfil the BBF TR-069’s protocol and resource requirement for devices that do not support the TR-069 proxy features. For the OMA LWM2M enabled devices can be operated on Embedded OS (2KB) + UDP (1.3 KB) + DTLS (36 KB) + CoAP (4 KB) + REST Engine (0.7 KB) + LWM2M Client (less than 20 KB) < 100 KB (C1 Requirement).
Note: [i.30] is referred to indicate the code size of each protocol.
Note: The size of Embedded OS is based on Contiki OS which is an OS for tiny networked sensors. The summation of size of all modules such as kernel, program loader, multi-threading and timer library is 2280 bytes.
To sum up, this guideline identifies the minimum resource required on prospective oneM2M Device and Gateway by implementing different existing management technologies on resource constrained devices. 
-----end of the second--------------------------
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