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We propose addition to Section 2 (References) of the TR as highlighted below.

References:

· DNP Users Group, www.dnp.org
· A DNP3 Protocol Primer, http://www.dnp.org/AboutUs/DNP3%20Primer%20Rev%20A.pdf
· DNP3 Overview, Triangle Microworks, http://www.trianglemicroworks.com/documents/DNP3_Overview.pdf
· IEEE Standards for Electric Power Systems Communications – Distributed Network Protocol (DNP3), IEEE Std 1815 – 2012

· The world market for substation automation and integration programs in electric utilities: 2011-13,  Volume 1, North American Market, Newton-Evans Research Company, http://www.dnp.org/Lists/Announcements/Attachments/6/Newton%20Evans%20NA%20SSA%202011V1.pdf
We propose addition to Section 3.2 (Abbreviations) of the TR as highlighted below.
Abbreviations:

ASDU: Application Service Data Unit

DNP: Distributed Network Protocol

DNP3: The third generation Distributed Network Protocol

IEC: International Electrotechnical Commission

IED: Intelligent Electronic Devices

PLC: Programmable Logic Controller

RTU: Remote Terminal Unit
SCADA: Supervisory Control and Data Acquisition 

We propose addition to Section 7 as highlighted below.
7.x
DNP3 Protocol
The following clauses describe the DNP3 Protocol.
7.x.1
Background
DNP was originally developed by Westronic, Inc. (now GE-Harris) for electric utility industry.  It was later released to  DNP user group (www.dnp.org) for further development.   In 2010, DNP Technical Committee worked with IEEE to establish DNP3 as an IEEE standard and IEEE 1815TM-2010 was released that year. An updated standard, IEEE 1815TM-2012, was released in 2012.
7.x.2
Status
DNP3 is an IEEE standard now.

· IEEE Standards for Electric Power Systems Communications – Distributed Network Protocol (DNP3), IEEE Std 1815TM  2012  (it obsoleted IEEE Std 1815TM  2010)
· IEEE1815 has been accepted in the NIST catalog of smart grid standards.

· DNP user group continues to work on this.
7.x.3
Category and Architectural Style
DNP3 supports client – server model between DNP3 master and DNP3 outstation. Master contacts outstation to read some data or carry out a control command or for some other operation. An IED (or RTU) is an example of an outstation.  Some examples of IEDs include sensors, meters, actuators, PLCs and accumulators. An RTU could be managing multiple IEDs though RTU also appears as IED to master when DNP3 is used.   Some possible deployment scenarios of DNP3 are shown in Figure 1.  Different layers of DNP3 stack are shown in Figure 2.   User software makes use of DNP3 application layer software to send and receive messages.  Some of the supported data types by DNP3 include binary, analog and counter data types. Each (master or outstation) device is given a 16-bit address that is unique in the context of devices that are addressed by a master (on a link).
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Figure 1: DNP3 deployment scenarios – Some possibilities
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Figure 2: DNP3 Master and Outstation
7.x.4
Intended use
· For communication between SCADA master station and IEDs or RTUs
· For use in electric and water utility industries. For example, DNP3 can be used to allow a computer in the operations center of an electric utility company to communicate with computers located in substations. A substation has devices such as current sensors, circuit breakers, voltage transducers, temperature sensors, surveillance cameras, water level monitors etc. that need to be monitored and/or controlled.
· Also, intended for some other industry segments oil and gas industry.

7.x.5
Deployment Trend
· Used by utilities such as electric and water companies for communication between data acquisition and control equipment. As per reference http://www.dnp.org/Lists/Announcements/Attachments/6/Newton%20Evans%20NA%20SSA%202011V1.pdf,  it is being used for the following:
· Communication within a substation

· Substation to substation  communication

· Substation to external host communication

· As per http://csrc.nist.gov/cyberframework/rfi_comments/west_030713.pdf, DNP3 is used by approximately three-quarters of North American electric utilities. It also states that DNP3 is being adopted by an increasing number of water and wastewater utilities, and is used in oil & gas  and other SCADA applications.
· A list of companies that provide DNP3 products is given at http://www.dnp.org/Pages/DnpProductsDefault.aspx
7.x.6
Key Features
Some key features of DNP3 are given below:

· Request / response model with multiple data types in the same message.

· Supports unsolicited mode where an outstation (or a slave) node can send unsolicited messages to master node

· Report-by- exception is supported where only changes are reported by an outstation.

· Provides reliability at link layer for lossy links by providing error detection, optional acknowledgement feature for data link layer frames, detection of duplicate frames, , 2-byte CRC for data link layer header and 2-byte CRC for every 16 bytes of data in the data part of data link frame.
· Provides fragmentation and re-assembly at pseudo transport layer (that is part of application layer).
· Supports a time synchronization mechanism between master and outstation (especially for DNP3 over serial links). Uses a standard format for this.
· Supports time related activities (e.g. an IED  to do a specific activity at a certain time,  an IED to add time stamps to events).
· Optimizes transmission of data acquisition and control commands in SCADA systems
· Supports serial communication (such as using RS232 / RS485) as well as TCP/IP and UDP/IP based protocols. 
7.x.7
Protocol Stack

As shown in Figure 2, DNP3 stack supports following layers: 

· DNP3 user software makes use of DNP3 application layer software to send and receive messages. It also interacts with database on that device.
· DNP3 Application layer: DNP3 outstation (and/or master) device may have limitation on the maximum size for an application message.  For example, this limitation could be due to limited memory in an RTU or IED. DNP3 application layer breaks down large application layer messages into multiple fragments as needed. A master is expected to be ready to receive fragment size of 2048 octets or above. An outstation may limit the fragment size to much smaller value. An application level acknowledgement feature is supported by which a receiver can confirm receipt of an application fragment. A sequence number field is used to detect duplicate application fragments. 
· DNP3 transport function is part of DNP3 application layer. It supports segmentation and re-assembly of DNP3 application layer fragments (to / from link layer frames).
· Authentication feature is also supported as part of DNP3 application layer.

· DNP3 link layer provides reliable link layer.  Maximum length of link layer frame is 292 bytes.
A high level view of DNP3 packet processing is given in Figure 3. 
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Figure 3: DNP3 Protocol – Packet Processing (High level view only)

Some examples of operations that DNP3 master can carry out on an outstation (by using a suitable function code in the application fragment header) are given here:
· Read data

· Set time on an outstation (as part of time synchronization)
· Send requests for control operations

· Set analog output values

· Freeze accumulator requests

· Cold restart

· Warm restart

· Freeze and clear some counters

· Select-before-operate

· Direct operate

· Start or stop running an application

7.x.8
Data Model
DNP3 data types are conceptually organized as array of points where a point is a uniquely identifiable entity.  Following are some of the point types used by DNP3:

· Binary input: Device state (such as state of circuit breaker: closed or tripped) is stored in an array of boolean values. 

· Analog input: Input quantities measured or computed by outstation
· Counter input (such as Kilowatt hours)

· Binary output (e.g. ON/OFF)
· Analog output

DNP3 can also transport files and other data types. DNP3 uses index numbers (such as 0, 1, 2,….)  to identify points in a point array.  It has provisions to represent data in different formats. A “group number” is used to classify type of data within a message and a “variation” is used to indicate encoding format. Index and group number identify a unique point.  Value of a point may represent current value (called static data in DNP3) or an event.  For example, an event could be triggered if a binary value changes (e.g. from ON to OFF) or when an analog value crosses its threshold. An example is shown below:
Current value of analog input point : (object) group 30

Event analog value: (object) group 32

Some variations (or encoding choices) available with (object) group 30: 


1: 32 bit integer value with flag


2: 16 bit integer value with flag


3: 32 bit integer value


4: 16 bit integer value


5: 32 bit floating value with flag


6: 64 bit floating value with flag

7.x.9
Security
One way as well as mutual authentication between DNP3 master and outstation at application layer is supported. If an outstation receives a message from master (such as set some critical variable), it can use challenge / response mechanism to authenticate the master before processing that message. Use of pre-shared keys is  allowed for authentication. Function codes and variations (i.e. encoding methods) are defined for authenticated messages. Optional support for public key cryptography has been also added. 

7.x.10
Dependencies
· Depends on configuration of shared key in master and outstation if shared key method is used for authentication  (and on public key cryptography mechanisms if that option is used for authentication).
· Need to use external protocols if DNP3 data needs to be encrypted.

7.x.11
Benefits and Constraints
7.x.11.1  Benefits
· Open standard.  An IEEE standard since 2010.
· One of the common protocol used in the SCADA systems especially electric utility segment
· Can work over serial links (such as RS 232 / RS 485) as well as over TCP/IP (or UDP/IP). 
7.x.11.2 Constraints
· As with some other IoT protocols, encryption  is not explicitly included and DNP3 relies on other mechanisms for that purpose.
7.x.12
Support of oneM2M requirements

Support of oneM2M Requirements by DNP3 is shown in the following clauses:
7.1.12.1  Fully Supported Requirements
Editor’s Note: To be completed

7.1.12.2   Partially Supported Requirements
Editor’s Note: To be completed

7.1.12.3
Disallowed Requirements
Editor’s Note: To be completed
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