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7
Summary
	Protocol / Traits
	Architecture Style
	Intended or Actual Deployment
	Above RS-485 or above TCP/UDP or above XMPP/HTTP
	Data Model / Data Representation
	Messaging
(only a subset of features indicated here)

	Security

(only a subset of mechanisms listed here)

	CoAP 
	Client / server model. 

P2P. 

RESTful
	IoT networks with low power constrained sensors such as smart metering
	Above  UDP (or DTLS/ UDP)
	Plain text, XML, JSON, EXI, octet-stream, …..

Support for content negotiation 
	Request / Response, Pub-Sub
	Largely depends on lower layers (DTLS, ….)

	MQTT
	Client / Server model. 

Brokered style.
	Low bandwidth, high latency networks

(e.g. HealthCare, Energy)
	MQTT runs above TCP (or TLS/TCP).

(MQTT-SN runs over UDP)
	No formal data model
	Publish-Subscribe
	Authentication: Userid / password can be passed in a packet.

SSL / TLS can be used.

	HTTP  as RESTful API
	RESTful


	WWW
	Above TCP (or TLS/TCP)
	XML, JSON, etc.

Support for Content negotiation
	Request - Response
	Largely depends on lower layers (SSL / TLS, ….)

	XMPP 
	Availability for Concurrent Transactions (ACT) style for carrying out asynchronous end-to-end exchange of structured data
	Instant Messaging and Presence Applications, Jabber
	Above TCP (or TLS/TCP)
	XML, EXI
	Publish-
Subscribe
	SASL, TLS,  lower layer security

	WebSockets
	Full duplex communication over  TCP
	Low latency, high performance web applications 
	Above TCP.

Uses HTTP for initial handshake
	JSON, etc.
	Full duplex communication same over TCP socket. 
	TLS

	DDS
	Data centric model. (Virtual) Global Data space and
broker-less Peer-to-Peer model
	Several segments

 such as health care, UAVs, asset tracking, etc.
	Can run over UDP, TCP, shared  memory and other transport types
	DSSI defines a standard data format based on extension of Common Data Representation. 
Named topics, user defined data types
	Real-time Publish-Subscribe 
	TLS and some OMG specific security methods. 
Vendor specific extensions also available.

	Modbus
	Message passing. 

Client-Server model. 
	Process Automation Industry, Power substation applications
	Over serial interfaces (RS-232 / 485), over TCP/IP/ Ethernet, ….
	bit-addressable and 16-bit word addressable, ….
	Request / Response mode
	Depends on other security mechanisms.

	DNP3
	Client-Server model.
	Electric (Power System) and water utility companies 
	Over serial interfaces (RS-232 / 485) and  over TCP/IP/ Ethernet
	Binary input / output, Analog input / output, Counter input
	Request-Response model, Report-by-exception.

	Mutual authentication using challenge response mechanisms

	UPnP Cloud
	Client-Server model
	Home Automation
	Above TCP
(such as over XMPP/TCP or over HTTP (extensions) / TCP)
	State variables of complex type expressed in XML.
	Publish

Subscribe
	Uses SASL for authentication, TLS

	ISA100.11a
	Client Server model for ISA100.11a application layer
	Process automation
	Layer 2+ stacks over IEEE 802.15.4 type of  networks
	Analog, binary, block data  (such as for waveform and firmware image)
	Publish – Subscribe, Alert
	Authentication, Confidentiality, Integrity

	Wireless HART
	Mater-Slave mode for IEEE802.15.4 based networks
	Process automation
	Layer 2+ stacks over IEEE 802.15.4 type of  mesh / star networks
	Fix and floating point numbers, bit and byte arrays, enumerations, time and text. 
	Command based application layer used in HART systems. 
Master-Slave mode and data publishing
	Hop-by-hop (Layer 2) and end-to-end (network) layer security


Table 1: IoT Protocols – Summary (I of II)
	Protocol / Traits
	Synchronization mechanisms
	QoS
	Discovery
	Multicast
	SDOs

	CoAP 
	No internal mechanism.

(Could use NTP, IEEE 1588v2 and other mechanisms.)
	Confirmable or non-confirmable message modes
	Support for discovery. 

Uses concept of resource directory
	Supports IP multicast
	IETF

	MQTT
	Relies on external mechanisms
	Three assurance levels for message delivery (deliver message at most once, exactly once, at least once)
	No automatic discovery. 
	--
(Depends on external protocols)
	OASIS

	HTTP  as RESTful API
	No
	Reliability via TCP
	No
	--
	It is an architecture style. 

Protocol part: W3C and IETF.

	XMPP 
	No
	Reliability over TCP
	Service discovery
	Syntax for sending messages to multiple recipients is supported
	IETF, XEP

	WebSockets
	No
	Reliability  over TCP
	No
	--
	IETF, W3C

	DDS
	Relies on external mechanisms
	20+ QoS policies in terms of latency budget, reliability etc. Reliability provided by DDSI protocol.
	Automatic discovery of publishers and subscribers
	If DDS over UDP, one could use IP multicast
	OMG

	Modbus
	For Modbus / TCP, NTP or some other protocol can be used.  For Modbus over serial interfaces, mechanisms can be built on top of Modbus protocol.
	TCP can provide reliability for Modbus-TCP.
	No
	No
	Modbus.org

	DNP3
	In-built time synchronization mechanism as part of DNP3 standard
	Reliable data transfer through the use of timestamping
	No
	If using over UDP, one could use IP multicast
	IEEE, 

DNP user group

	UPnP Cloud
	DCP level (like synchronized video playout)
	Reliability via TCP or other protocols
	Yes
	Multicast events mapped to XMPP Pub-Sub
	UPnP Forum

	ISA100.11a
	ISA networks need time synchronization mechanisms
	Can be supported by different layers of the stack
	Neighbor discovery
	Depends on other layers of the stack
	ISA, 

Uses components such as 6LoWPAN from IETF

	Wireless HART
	Time Synchronization  needed
	Can be supported
	Neighbor discovery
	Depends on other layers of the stack
	IEC


Table 2: IoT Protocols – Summary (II of II)
Performance:  Following should be noted:

· Some of these protocols (and associated systems) such as Modbus, DNP3, Wireless HART and ISA100.11a are optimized for industrial applications. 
· CoAP and MQTT-SN  are simple and efficient protocols for IoT applications. Though MQTT runs over TCP, MQTT-SN (MQTT for Sensor Networks) runs over UDP.  
· DDS offers good capabilities for the scenarios when there are several applications running on a node.
Note to Editor: It could be useful to do an extensive performance evaluation of some of these protocols though that does not appear to be in oneM2M agenda at present.  We could potentially cite references from public domain if we find extensive performance studies of these protocols.
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