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5
Introduction of DDS

5.1
Backgrounds

The Data Distribution Service (DDS) is the machine-to-machine middleware system for real-time data transmission in distributed computing environment developed by OMG (Object Management Group). The core of the DDS specification is the DCPS (Data Centric Publish Subscribe) which provides the data modeling and provides interfaces between the upper applications and the lower data transport middleware.
The DDS has been widely deployed in large scale and mission critical systems.
· Boeing secure distributed computing platform
· EU and US air traffic control and management system
· NASA constellation launch control system
· Highway traffic monitoring system in Tokyo
5.2
Status

The standards status of DDS protocol.

Editor’s Note: this is TBD

5.3
Architecture and protocol stack

5.3.1
Introduction

The Architecture of DDS consists of five modules. Role of each modules is:
· Infrastructure module has a definition about abstract classes and the interfaces that are used by the other modules.

· Domain module contains the DomainParticipant class that acts as an entry-point of the Service and acts as a factory for many of the classes.

· Topic-Definition module is needed by the application to define Topic objects and apply quality of service policies.

· Publication module offers the Publisher class and DataWriter class which are needed on the publication side.

· Subscription module offers the Subscriber class and DataReader class which are needed on the subscription side.

5.3.2
Protocol Stack
DDS protocol stack consists of three parts.

· Data modeling: Data Centric Publish/Subscribe

· Data transport middleware: CORBA(Common Object Request Broker Architecture) or RTPS(Real-Time Publish/Subscribe)
· Underlying protocol: TCP or UDP
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Figure 5.3.2-1: DDS Protocol Stack

The RTPS supports the Publish-Subscribe communication model and it is designed to operate even on unreliable communication over UDP/IP. The CORBA also supports the Publish-Subscribe communication model and uses a broker mechanism. Although the CORBA and the MQTT are smiliar since they have the broker concept, the broker of CORBA provides connection management between DDS entities while the MQTT broker supports data transport as well as connection management. 
5.3.3
Architecture of DDS
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Figure 5.3.3-1: DDS DCPS Conceptual Model

Figure 5.3.3-1 is a overall conceptual model of DDS Data-Centic Publish/Subscribe. All DDS entities are attached to DomainParticipant. The DomainParticipant creates DomainEntities to manage other entities. The DomainEntity creates Publishers and Subscribers and Publisher creates DataWriters to write data. Subscriber creates DataReaders to read data from DataWriters. The data is classified by Topic.

5.3.4
Data modeling

5.3.5
Data transport middleware 

CORBA (Common Object Request Broker Architecture) is desinged for collaboration on various operating systems, programming languagues, and computing hardwares.

The CORBA creates a repository that runs a broker. It just makes a connection between entities and after that the data trasmission does not go through the repository. An oneM2M entity has one domain participant and this participant creates publisher(s) and/or subscriber(s). 
The RTPS protocol does not have a broker so it runs over multicast for the connection setup. There are some main features of the RTPS protocol.

· Performance and QoS properties

· Fault tolerance

· Extensibility

· Plug-and-play connectivity

· Configurability 

· Modularity

· Scalability 

· Type-safety

To discover DDS publisher or subscriber, the RTPS uses IGMP multicast. A domain has at least one multicast group and each participant joins a group and then DDS publisher or subscriber sends a requset message to all group members. Since the RTPS relies on IGMP multicast, oneM2M system needs to deploy this. 
5.4
Key features

Key features of DDS protocol, including but not limited to:

- Web-Enabled DDS that provides RESTful mapping of DDS entities to HTTP REST resources;

- Reduced message overhead: message header and meta data delivery per endpoint not per message;

- Service layer QoS support compared to oneM2M CMDH;

- DDS Data Space for service level interworking with oneM2M; and

- Dynamic discovery.

Editor’s Note: this is TBD
5.5
Security

Security considerations of DDS protocol.

Editor’s Note: this is TBD
5.6
Benefits of introducing DDS to oneM2M
The DDS is similar to MQTT in that they use the Publish-Subscribe model for communication between its entities. However, a broker in DDS is optionally used for discovery over CORBA while it is mandatory in MQTT. Instead of using a broker, DDS entities exchange messages directly each other. More details are specified in the following clauses.
There are advantages of the DDS compared with MQTT. The first is the message rate. The DDS can send the messages up to 10,000s per second at each device but the MQTT just can send a few messages under the same condition as DDS. The second is the latency. The maximum latency in the DDS is 1/1000 level compared with that of MQTT. The last criteria is the number of QoS. The MQTT supports only 3 types of QoS. However the DDS provides the 21 types of QoS. It is possible for DDS  to set the appropriate QoS  according to the circumstances so that  can control the delivering of data in detail. 
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