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1	Scope
This informative Technical Recommendation (TR) provides an analysis and comparison of existing M2M-related Architecture work undertaken by the founding partners of oneM2M, including: the Association of Radio Industries and Businesses (ARIB) and the Telecommunication Technology Committee (TTC) of Japan; the Alliance for Telecommunications Industry Solutions (ATIS) and the Telecommunications Industry Association (TIA) of the USA; the China Communications Standards Association (CCSA); the European Telecommunications Standards Institute (ETSI); and the Telecommunications Technology Association (TTA) of Korea.
This document is intended to ensure a common understanding of existing M2M Architectural approaches, in order to facilitate future normative work resulting in oneM2M Technical Specifications (TS).
This document has been prepared under the auspices of the oneM2M Technical Plenary, by the oneM2M Architecture Working Group.
[bookmark: _Toc300919385][bookmark: _Toc343125743]2	References
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references,only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
[bookmark: _Toc300919387][bookmark: _Toc343125744]2.1	Partner organization References
The following referenced documents from oneM2M Partners are used as the basis for the analysis provided within the present document.
[1]	“<number> <source> <Title> <specific version>”
[2]	“<number> <source> <Title>”
[bookmark: _Toc343125745]2.2	Other References
The following referenced documents from non-Partners of oneM2M provide additional information for the analysis provided within the present document.
[i.1]	RFC 2119: IETF “Key words for use in RFCs to Indicate Requirement Levels”
[i.2]	“<number> <source> <Title> <specific version>”
[i.3]	“<number> <source> <Title>”
[bookmark: _Toc300919388][bookmark: _Toc343125746]3	Definitions, Abbreviations, and Acronyms
[bookmark: _Toc300919389][bookmark: _Toc343125747]3.1	Definitions
For this document, the following definitions apply:
<defined term1>: [source N]	<definition>
<defined term2>: [source N]		<definition>
<defined term2>: [source N]		<definition>
[bookmark: _Toc300919391][bookmark: _Toc343125748]3.2	Abbreviations
For this document, the following abbreviations apply:
<ABBREV1>	[source N]		<Explanation>
<ABBREV2>	[source N]		<Explanation>
<ABBREV3>	[source N]		<Explanation>
[bookmark: _Toc343125749][bookmark: _Toc300919392]3.2	Acronyms
For this document, the following acronyms apply:
M2M	Machine to Machine (communications)
<ACRONYM2>	[source N]		<Explanation>
<ACRONYM3>	[source N]		<Explanation>
[bookmark: _Toc338862370][bookmark: _Toc343125750]4	Conventions, 
The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED",  "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [i.1]
[bookmark: _Toc343125751]
5	M2M Architecture Description - ARIB
<Text>
[bookmark: _Toc343125752]5.1	<to be completed>
<Text>
[bookmark: _Toc343125753]
6	M2M Architecture Description - ATIS
<Text>
[bookmark: _Toc343125754]6.1	<to be completed>
<Text>
[bookmark: _Toc343125755]
7	M2M Architecture Description - CCSA
<Text>
[bookmark: _Toc343125756]7.1	<to be completed>
<Text>
[bookmark: _Toc343125757]
8	M2M Architecture Description - ETSI
<Text>
[bookmark: _Toc343125758]8.1	<to be completed>
[bookmark: _Toc343125759]<Text>ETSI M2M architecture

Fig. 8.1: M2M Functional Architecture Overview
[bookmark: _Toc343125760]
8.1.1	Functions and reference points

Fig. 8.2: M2M Functional Architecture Framework
M2M Service Capabilities Layer provides functions that are to be exposed on the reference points. M2M SCs can use Core Network functionalities through a set of exposed interfaces (e.g. existing interfaces specified by 3GPP, 3GPP2, ETSI TISPAN, etc.). Additionally, M2M SCs can interface to one or several Core Networks.
In the remaining of the present document the following terms will be used:
· NSCL: Network Service Capabilities Layer refers to M2M Service Capabilities in the Network Domain.
· GSCL: Gateway Service Capabilities Layer refers to M2M Service Capabilities in the M2M Gateway.
· DSCL: Device Service Capabilities Layer refers to M2M Service Capabilities in the M2M Device.
· SCL: Service Capabilities Layer, refers to any of the following: NSCL, GSCL, DSCL.
· D/G SCL: refers to any of the following: DSCL, GSCL.
The external reference points (mIa, mId, dIa) are mandated and are required for ETSI M2M compliance. 
M2M Node: is a logical representation of the M2M components in the M2M Device, M2M Gateway, or the M2M Core.  An M2M Node shall include one SCL, and optionally an M2M Service Bootstrap function and an M2M Service Connection function.  An M2M Node relies on a s Secured Environment Domain, controlled by the M2M Service Provider associated with the SCL, to protect Sensitive Functions and Sensitive Data.
A Device/Gateway M2M Node shall be instantiated upon pre-provisioning or executing an M2M Service Bootstrap procedure on the M2M Device/Gateway with an M2M Service Provider.  Each Device/Gateway M2M Node may be instantiated with only one M2M Service Provider.
M2M Applications: are respectively Device Application (DA), Gateway Application (GA) and Network Application (NA). DA could reside in an M2M Device which implements M2M Service Capabilities (referred to in clause 6.1 as D device) or alternatively reside in an M2M Device which does not implement M2M Service Capabilities referred to in clause 6.1 as D' device).
[bookmark: _Toc343125761]8.1.2	Reference points


Fig. 8.3: Mapping of reference points to different deployment scenarios
{Ed. ex: Figure 6.1}
Gateway (G): shall provide M2M Service Capabilities (GSCL) that communicates to the NSCL using the mId reference point and to DA or GA using the dIa reference point.
Device (D): shall provide M2M Service Capability (DSCL) that communicates to an NSCL using the mId reference point and to DA using the dIa reference point.
Device' (D'): shall host DA that communicates to a GSCL using the dIa reference point. D' does not implement ETSI M2M Service Capabilities.
Additionally there is a non-ETSI M2M compliant device ('d') that connects to SCL using the xIP Capability (NIP, GIP, DIP). d devices do not use ETSI M2M defined reference points, however: 
· GIP may either be an internal capability of GSCL or an application communicating via reference point dIa with GSCL.
· DIP may either be an internal capability of DSCL or an application communicating via reference point dIa with DSCL.
mIa
The mIa reference point offers generic and extendable mechanism for Network Applications interactions with the NSCL.
The mIa reference point, functions include:
· Registration of NA to the NSCL.
· Request to Read/Write, subject to proper authorization, information in the NSCL, GSCL, or DSCL.
· Request device management actions (e.g. software upgrade, configuration management).
· Subscription and notification to specific events.
· Request the creation, deletion and listing of group(s).
dIa
· The dIa reference point offers generic and extendable mechanism for Device Application (DA)/Gateway Application (GA) interactions with the DSCL/GSCL.
· The dIa reference pointfunctions include:
· Registration of D/GA to GSCL.
· Registration of DA to DSCL.
· Request to Read/Write, subject to proper authorization, information in the NSCL, GSCL, or DSCL.
· Subscription and notification to specific events.
· Request the creation, deletion and listing of group(s).
mId
The mId reference point offers generic and extendable mechanism for SCL interactions.
The mId reference point, functions include:
· Registration of a DSCL/GSCL to NSCL.
· Request to Read/Write, subject to proper authorization, information in the NSCL, GSCL, or DSCL.
· Request device management actions (e.g. software upgrade, configuration management).
· Subscription and notification to specific events.
· Request the creation, deletion and listing of group(s).
· Provides security related features as defined in clause 8.
mIm
The mIm reference point offers generic and extendable mechanisms for NSCL-to-NSCL interactions and communications. 
[bookmark: _Toc343125762]8.1.3	M2M Resource Management and Procedures
[bookmark: _Toc343125763]8.1.3.1	Usage of resources in a RESTful architecture
ETSI M2M adopts a RESTful architecture style. This style governs how M2M Applications (DA, GA, NA) and/or M2M SCL are exchanging information with each other. A RESTful architecture is about the transfer of representations of uniquely addressable resources. ETSI M2M standardized the resource structure that resides on a SCL.
In a very simplistic view, imagine that certain resources are buckets that can hold some application specific data. These buckets - as far as the scope of an M2M service layer is concerned - reside in the respective SCL. The buckets have certain properties and are structured as suggested in more detail in the subsequent clauses.
To illustrate a very basic use of this mediator function of the M2M SCL, a simple example shall be described here. An application (DA) on an M2M Device that is not always connected wants to send some data to another application (NA) on the network by means of the M2M SCL. DA would write data to a resource in the NSCL and NA would read that resource. If configured accordingly, the NA could also be notified by the NSCL upon the writing (update) of the resource by the DA, in order to facilitate synchronization between DA and NA. Figure 8.4 is meant to illustrate that process of the data flow and not the operation flow.
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Fig. 8.4: Simple example for use of SCL resources to exchange data
{Ed. ex: Figure 9.1

When handling resources in a RESTful architecture, there are four basic methods - so called "verbs" - that could be applied to resources:
· CREATE: Create child resources.
· RETRIEVE: Read the content of the resource.
· UPDATE: Write the content of the resource.
· DELETE: Delete the resource.
These methods are referred to as the CRUD methods below. In addition to these basic methods in a RESTful architecture, it is often also useful to define verbs actions that might not directly map to one of the specific method. Moreover a definition of these particular verbs helps the readability of the present document if the verb is chosen appropriately. The additional verbs introduced are:
· NOTIFY: used to indicate the operation for reporting a notification about a change of a resource as a consequence of a subscription. This verb would either map to a response of a RETRIEVE method in case that the long polling mechanism is used, or to an UPDATE method in case that the asynchronous mechanism is used.
· EXECUTE: for executing a management command/task which is represented by a resource. This verb corresponds to an UPDATE method without any payload data.
[bookmark: _Toc343125764]8.1.3.2	Definitions
This clause provides definitions that are used for describing the resource procedures -
Resource: is a uniquely addressable entity in the RESTful architecture. A resource has a representation that shall be transferred and manipulated with the verbs. A resource shall be addressed using a Universal Resource Identifier (URI).
Sub-Resource: also called child resource. It is a resource that has a containment relationship with the addressed (parent) resource. The parent resource representation contains references to the children. The lifetime of the sub-resource is linked to the parent's resource lifetime.
Attribute: is meta-data that provides properties associated with a resource representation.
Attribute-Type: attributes are distinguished by the following types:
	RW
	read/write by client

	RO
	Read-Only by client, set by the server

	WO
	Write-once, can be provided at creation,but cannot be changed anymore


Table 8.1
Note that if an attribute is RW, it does not mean that the Issuer can set it to any value. Some values may be restricted by the Hosting SCL, e.g. due to policies. For example, an expiration time may be written by the Issuer, but it is treated as a suggestion by the Hosting SCL. The Hosting SCL is free to change (i.e. lower) the expiration time. If the Hosting SCL changes anything it shall send back a full representation of the resource as it is created, i.e. a success response with a body.
Issuer: is the actor performing a request. An issuer shall either be an Application or a SCL.
Announced Resource: the content of this resource refers to a resource hosted by the Hosting SCL (Master/original Resource). The purpose of this resource is to facilitate a discovery of the original resource, so that the issuer of the discovery does not have to contact all SCLs in order to find the resource. For detailed description about this resource, refer to clause 9.2.1.14.
Local SCL: The Local SCL is the SCL where an Application or a SCL shall register to. It is the first SCL that receives the request from the original issuer of the request (either an Application or a SCL):
· if the NA is the original issuer, the Local SCL is the NSCL;
· if the GA is the original issuer, the Local SCL is the GSCL;
· if the DA in a D device is the original issuer, the Local SCL is the DSCL;
· if the DA in a D' device is the original issuer, the Local SCL is the GSCL;
· if the DSCL in a D Device is the original issuer then the local SCL is the NSCL or the GSCL.
Hosting SCL: The SCL where the addressed (Master/original Resource) resource resides.
NOTE:	In some cases the hosting SCL also act as Local SCL, this is valid in case of a registration.
Announced-to SCL: a SCL that contains the announced resource (a resource could be announced to multiple SCLs).
Receiver: it represents the actor that receives a request from an issuer. A receiver shall be a SCL or an Application.
[bookmark: _Toc343125765]8.1.3.3	Resource structure
This clause introduces the main types of resource used in a SCL. Since all of these resources will have to be addressed in some way and since there are relationships between them (like a parent-child containment relationship), a hierarchical tree structure for modelling their structure and relationships is included .
SclBase Resource
The sclBase resource shall contain all other resources of the hosting SCL. An sclBase resource is the root of all other resources it contains. The sclBase resource shall represented by an absolute URI. All other resources hosted in the SCL shall also be identified by a URI.
For example, a specific sclBase resource identifying an Network SCL could be http://m2m.myoperator.org/some/arbtrary/base/".
An example of a URI identifier of a container resource hosted by this network SCL could be "http://m2m.myoperator.org/some/arbtrary/base/containers/myExampleContainer".
SCL Resource
SCL resource shall represent an associated (remote) SCL that is authorized to interact with the hosting SCL. In order to be authorized to interact with the hosting SCL, the remote SCL has to go through a M2M service registration procedure. An SCL resource is created as a result of a successful registration of the remote SCL with its local SCL or vice-versa. SCL resource shall store context information about the registered SCLs. 
Application Resource
Application resource shall store information about the Application. Application resource is created as a result of successful registration of an Application with the local SCL. Applications shall only register to their local SCL.
AccessRight Resource
AccessRight resource shall store a representation of permissions. An accessRight resource is associated with resources that shall be accessible to entities external to the hosting SCL. Basically, they control "who" (permissionHolder) is allowed to do "what" (permissionFlag). Moreover, they can be used in the privacy protection.
Container Resource
Container resource is a generic resource that shall be used to exchange data between applications and/or SCLs by using the container as a mediator that takes care of buffering the data. Exchange of data between applications (e.g. on device and network side) is abstracted from the need to set up direct connections and allows for scenarios where both parties in the exchange are not online at the same time. 
LocationContainer Resource
A LocationContainer resource shall represent a container for the location information of a M2M entity (e.g. M2M Device/Gateway). The location information may be generated by a Device/Gateway application or provided by location server in the network domain.
Group Resource
Group resource shall be used to define and access groups of other resources.
For example, a group resource could be used to write the same content to a group of M2M container resources (this allows a DA to write the same data to many container resources in a NSCL. The data is only sent once to the NSCL, while letting the NSCL replicate it to different container resources. This is a more optimal use of the dIa/mId reference point).
Subscription Resource
Subscription resource shall be used to keep track of status of active subscription to its parent resource. A subscription represents a request from the Issuer to be notified about modifications on the parent resource.
M2MPoC Resource
The M2MPoC resource shall represent information maintained in the NSCL on how to reach a DSCL or GSCL via a specific access network. The device or gateway maintains this information in the NSCL by creating, updating, or deleting this resource when their point of attachment changes.
MgmtObj Resource
A MgmtObj resource holds the management data which represents a certain type of M2M remote entity management function. For a remote entity (i.e. M2M Device/Gateway) multiple mgmtObj resources may be created on NREM for different management purposes.
MgmtCmd Resource
A MgmtCmd resource shall be only used to model non-RESTful management commands, i.e. BBF TR-069 Remote Procedure Call (RPC) methods, as listed in Table 9.1. This resource represents the RPC methods in a RESTful manner. With such RESTful modelling, a MgmtCmd (i.e. a RPC) shall be triggered by an NA using the RESTful verb UPDATE. If supported by the specific BBF TR-069 procedure, a triggered MgmtCmd may be cancelled before it finishes by an NA using UPDATE verb or a DELETE verb.
AttachedDevices Resource
An AttachedDevices resource shall be used to collect the management information of all M2M D' devices that are attached to a M2M Gateway. It shall reside under a G <scl> resource created in the remote NSCL.
AttachedDevice Resource
A AttachedDevice resource shall be used to represent each M2M D' device that is attached to a M2M Gateway. The resource lives only in the NSCL and it shall reside under the AttachedDevices resource of the corresponding M2M Gateway.
Announced Resource
An announced resource shall point to the original resource hosted in another SCL. The announced resource is an actual resource which consists of only a limited set of attributes, which are the searchStrings, the link to the original resource and the access right. The purpose of the announced resource is to facilitate a discovery of the original resource when querying the announced-to SCL, so that the issuer of the discovery does not have to contact all SCLs in order to find the resources. An announced resource itself shall only be visible when it is directly accessed via its full URI. During discovery a direct reference to the original resource shall be returned. Only locally created resources can be announced.
Removing an announced resource, for example due to deregistration of an SCL (which correspond to a removal of the parent SC L resource), does not remove the original resource, but does remove all the children of announced resource Reversely, when the original resource is removed, it is the responsibility of the original SCL, where the original resource is hosted, to remove the announced resource. If this is not done (e.g. because the original SCL is offline), the announcement resource shall be removed when it expires.
NOTE:	There are collections with:
1) only real resources;
2) a mix of real resources and announced resources;
3) only announced resources.
A resource of the same type (e.g. <application> resources) might have different content depending on where in the tree it is located. There are different ways of representing this, i.e. either by defining different resources or by defining one collection resource that contain both types of children. The latter solution is chosen, but it is indicated in each case whether which child resources are allowed.
NotificationChannel Resource
A NotificationChannel resource shall be used by non-server capable client to receive asynchronous notifications. The notification channel is prepared to handle several mechanisms on how to receive these asynchronous notifications. However, currently only one mechanism is fully specified, which is the so-called "long polling" mechanism. This method is based on the server not responding to requests until a notification needs to be sent (or until a timeout occurs).
Discovery Resource
A discovery resource shall be used to allow discovery. It is used to retrieve the list of URI of resources matching a discovery filter criteria. It does not represent a real resource in the sense that it does not have a representation and it shall never be cached.
Collection Resource
This resource represents an abstract concept that is applicable to various resources in the resource structure. For details on the collection resources, see clause 9.3.
A collection resource normally has its own associated accessRightID and allows subscriptions on modification in the collection resource.
i.e.: When resources contain a collection of similar sub-resources, this is modelled as a collection resource. There are several collection resources identified, e.g. the SCL resource mentioned above contains collection resources for <group> resources, for <container> and <locationContainer> resources, for <application> resources, for <accessRight> resources and for <mgmtObj> and <mgmtCmd> resources. A collection can contain local resources and/or the corresponding announced resources. A collection resource representation contains the sub-resources by reference and it may also contain attributes.
Common attributes
Many of the attributes of the resources described in the present document are common. Those attributes are described here once in order to avoid duplicating the description for every resource that contains it.
Attributes that are only used in one or two resource types are described only in the section for that resource.
	Name
	Description

	accessRightID
	URI of an access rights resource. The permissions defined in the accessRight resource that is referenced determine who is allowed to access the resource containing this attribute for a specific purpose (retrieve, update, delete etc.).
If a resource type does not have an accessRightID attribute definition, then the accessRights for resources of that type are governed in a different way, for example, the accessRight associated with the parent may apply to a child resource that does not have an accessRightID attribute definition, or the permissions for access are fixed. Refer to the corresponding procedures to see how permissions are handled in these cases.

If a resource type does have an accessRightID attribute definition, but the (optional) accessRightID attribute is not set, or it is set to a value that does not correspond to an valid, existing, accessRight resource, or it refers to an accessRight resource that is not reachable (e.g. because it is located on a remote SCL that is offline or not reachable), then the system default access permissions shall apply.

The system default access permissions grant all permissions (i.e. the full set of permissionsFlags) to the following permission holders depending on the prefix of URI of the resource.

The permissionHolders for prefixes from most specific to least specific are as follows:
<sclBase>/scls/<scl>/applications/<applicationAnnc>: the hosting SCL, the SCL corresponding to the <scl> resource and the Application corresponding to the <applicationAnnc> resource shall be the permissionHolders.
<sclBase>/scls/<scl>: the hosting SCL and the SCL corresponding to the <scl> resource shall be the permissionHolders.
<sclBase>/applications/<application>: the hosting SCL and the Application corresponding to the <application> resource shall be the permissionHolders.
<sclBase>: the hostingSCL shall be the permissionHolder.

	announceTo
	In a request on mIa or dIa, this is interpreted as the list of the SCLs that the SCL will try to announce to on behalf of the requestor. In responses, the list indicates the actual list of resources to which the resource is announced at the moment.
If this attribute is not provided in requests on the mIa or dIa, the local SCL will decide where the resource will be announced.

	creationTime
	Time of creation of the resource.

	expirationTime
	Absolute time after which the resource will be deleted by the hosting SCL. This attribute can be provided by the issuer, and in such a case it will be regarded as a hint to the hosting SCL on the lifetime of the resource. The hosting SCL can however decide on the real expirationTime. If the hosting SCL decides to change the expirationTime attribute value, this is communicated back to the issuer.
The lifetime of the resource can be extended by providing a new value for this attribute in an UPDATE verb. Or by deleting the attribute value, e.g. by not providing the attribute when doing a full UPDATE, in which case the hosting SCL can decide on a new value.

	filterCriteria
	This are criteria that filter the results. They can either be used in a GET (as query parameters) or in a subscribe.

	lastModifiedTime
	Last modification time of a resource.

	link
	URI of the related remote resource. In an announced resources, this is the URI of the announcing resource. In an <scl> resource, this is the URI of the <sclBase> resource of the registered SCL.

	searchStrings
	Tokens used as keys for discovering resources.


Table 8.2 {Ed. ex: Table 9.2}
Notation
A tree representation is used for describing how the different types of resources relate to each other. This is essential for deriving a meaningful way to navigate to the different resources and understand their use. The same resources structure applies to resources in the NSCL, the GSCL and the DSCL.
The following notations have been used in the present document:
· The notation <resourceName> means a placeholder for an identifier of a resource of a certain type. The actual name of the resource is not predetermined.
· The notation "attribute" denotes a placeholder for one or more fixed names. Attribute names and types are described in a table for each resource showing the resource structure.
· Without the delimiters < and > or "and", names appearing in boxes are literals for fixed resource names or attributes.
· Square boxes are used for resources and sub-resources. In order to be able to access sub-resources in a RESTful way, an Issuer shall access these resources directly, only by their references (URIs) which are part of the parent resource representation. The parent resource does not include the representation of its sub-resources, Any deviations from this rules are described in details through the present document.
· Rounded boxes are used for attributes of resources. In order to be able to address and access individual attributes, or parts of an attribute, in a RESTful way they shall be accessible in a way similar to as sub-resources. This is called partial addressing. The main difference is that the attributes are served as part of the containing resource (e.g. in case of http binding they do not have separate e-tag handling and modification times are not kept per attribute).
· Parent-Child relationship and multiplicity: The parent-child relationships are indicated by solid lines. At each end of a line an indicator for the number of valid elements of a parent/child is depicted. The symbol:
· "*" indicates any number from 0 to infinity.
· "k", "n", "m", etc. indicate a fixed but so far undefined number of elements. If a parent resource is deleted, the containment relation implies that all child-resource shall be deleted as well (recursively).
The following conventions are used throughout the resource description
· All resource type names shall be in lower case, in case of composed name the subsequent words shall start with a capitol letter, for example "accessRight".
· All resources shall indicate an object and not an action or verb.
· If a resource identifies a collection,, then the resource name shall be in a plural form, for example if we need to indicate a collection of flowers the correspondent resource shall be called "flowers".
· All attributes shall be in lower case. In case of composed name the separation between word is indicated by the using a capitol letter for the following word. For example "searchStrings".
[bookmark: _Toc343125766]8.1.3.4	Examples of ETSI M2M Resources
<sclBase>
The <sclBase> resource in this tree shall be the root for all resources that are residing on the hosting SCL.
This SCL can be reached for registering remote SCLs and/or local Applications. The <sclBase> hosts and manages sub-resources. An SCL shall perform M2M procedures upon requests by other entities (other SCLs or Applications). Not all defined features may be supported by specific SCLs. For example; a DSCL or GSCL may not be server capable and/or publicly addressable. This implies that some resources may only be addressed locally and not from a remote SCL. A <sclBase> resource shall be addressed by an URI.
The <sclBase> resource may contain attributes that describe the hosting SCL.
Regardless of the accessRight, the <sclBase> resource shall not be created or deleted via the RESTful API. The <sclBase> is managed outside the scope of the API. However, it may be modified and read via the API by entities that have the correct authorization, as defined by the accessRight identified by the accessRightID attribute in the <sclBase> resource.
The <sclBase> resource does contain collection resources representing collections of <scl> resources, <application> resources, <container> resources, <group> resources, <accessRight> resources and <subscription> resources. In general, where in the resource tree an entity (Application or SCL) creates a <container>, a <group> or an <accessRight> resource depends mainly on the lifecycle requirements on that resource.
Resources created directly in a child collection of <sclBase> resource live as long as the <sclBase> lives, and this gives the resource the possibility to outlive its creator. The creator can either be a local or remote to the <sclBase>.
Resources created in the child collection of a <scl> resource on a remote <sclBase> resource live as long as the <scl> resource is available. They will be removed at deregistration of the SCL.
Resources created in the child collection of the <application> resource or a local application will live as long as the local <application> resource is available. They will be removed at deregistration of the application.
Resources created in the child collection of the <applicationAnnc> resource will live as long as that announcement resource lives. They will be removed when de-announcing of the application.
 (
<sclBase>
1
applications
1
scls
containers
1
groups
1
accessRights
1
“attribute”
n
subscriptions
1
discovery
1
)
Fig. 8.5: Structure of <sclBase>-resources {Ed. ex: Figure 9.2}
The <sclBase> sub resources are described in the following.
	subResource
	Description

	scls
	Collection of <scl> resources each representing a remote SCLs with which the hosting SCL is registered to or that is registered with the hosting SCL. The collection only contains <scl> resources, representing remote SCLs. 

	applications
	Collection of <application> resources which are registered the hosting SCL represented by the <sclBase> resource.
This collection contains only <application> resources, representing local Applications. 

	containers
	Collection of <container> resources that do not have a containment relation with a specific remote entity (Application or SCL). This means that if the entity that created a <container> in this collection is deleted, the <container> shall not be deleted.
This collection contains local <container> resources (representing local containers created by local or remote entities). 

	groups
	Collection of <group> resources that do not have a containment relation with a specific remote entity (Application or SCL). This means that if the entity that created a <group> in this collection is deleted, the <group> resource shall not be deleted.
This collection contains local <group> resources (representing local groups created by local or remote entities).

	accessRights
	Collection of <accessRight> resources that do not have a containment relation with a specific remote entity (Application or SCL). This means that if the entity that created an <accessRight> in this collection is deleted, the <accessRight> shall not be deleted.
This collection contains local <accessRight> resources created by local or remote entities. 

	subscriptions
	Collection containing all active subscriptions for the <sclBase> resource.

	discovery
	Resource used for resource discovery. 


Table 8.3 {Ed. ex: Table 9.3}
As an example the <sclBase> contains the following attributes
	AttributeName
	Description

	accessRightID
	See Common attributes. The default may be set by the system at creation.

	searchStrings
	See Common attributes. This attribute is only applicable on the registered-to SCL's <sclBase> resource.
These searchStrings can be used by the registering SCL when creating a <scl> resource representing the registered-to SCL.
This allows the registered-to SCL to be discovered using search strings when the discovery procedure is executed on the discovery resource in the registering SCL.

	creationTime
	See Common attributes.

	lastModifiedTime
	See Common attributes.

	aPocHandling
	The aPocHandling attribute controls how SCL retargeting shall be performed. It can have two value; SHALLOW or DEEP. 
SHALLOW means that only exact or shallow prefix matches (1 level deep) to elements in the aPoCPaths attribute are retargeted, 
DEEP means that any prefix match will result in retargeting.

If the aPocHandling attribute is not present, the SCL shall act the same as if the value was SHALLOW.

This attribute shall only be modified as part of the scl registration procedure (see [create <scl>) or, in case sclBase resource represents a GSCL or DSCL, it can be modified by an NSCL with which the GSCL or DSCL is registered.


Table 8.4 {Ed. ex: Table 9.4}
[bookmark: _Toc343125767]8.1.3.3.1	Resource scls
The scls resource is a collection resource that shall represent a collection of 0 or more <scl> resources.
 (
1
*
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“attribute”
n
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0..1
)
Fig. 8.6: Structure of scls resource {Ed. ex: Figure 9.3}
[bookmark: _Toc343125768]8.1.3.3.2	Resource <scl>
An <scl> resource shall represent a remote SCL that is registered to the containing <sclBase>. This means that each remote SCL that is registered with the <sclBase> shall be represented by an <scl> resource in that <sclBase> (the registered remote SCL).
Conversely, each registered to SCL shall also be represented as a sub-set <scl> resource in the registering SCL's <sclBase>.
For example, when SCL1 registers with SCL2, there will be two <scl> resources created, one in SCL1, <sclBase1>/scls/<scl2> and one in SCL2: <sclBase2>/scls/<scl1>.
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Fig. 8.7: Structure of <scl> resource {Ed. ex: Figure 9.4}
As an example, the <scl> resource contain the following attributes.
	AttributeName
	Description

	pocs
	List of zero or more points of contact that can be used for out-of-band communication with an SCL.
This is only applicable for <scl> resources hosted on the NSCL, i.e. for <scl> resources that represent a registered DSCL or GSCL.
For <scl> resource hosted on the DSCL or GSCL, and therefore representing the NSCL, the value of the pocs is always the empty collection.

	remTriggerAddr
	Contains the "triggering address" of the remote entity represented by the M2M Device's or Gateway's <scl> registered resource with a hosting network <sclBase> for management purpose. It shall not be present in any registered network <scl> hosted in a DSCL or GSCL. 
This attribute may be provided during the <scl> registration procedure or by other provisioning means including pre-configuration or bootstrapping.
The format of this attribute shall be a URI as specified by existing management protocols (e.g. a WAP/SIP/HTTP Push URI in OMA-DM, a HTTP URI in BBF TR-069).
For network-initiated management procedures, the NSCL shall send a triggering message (e.g. OMA-DM Notification, BBF TR-069 Connection Request) to this address to request the remote entity to setup a management session with the NSCL.

	onlineStatus
	Indicates if the SCL is reachable for M2M REST traffic.
For <scl> resource hosted on the NSCL, the value is set as described below.
The status is set by the hosting SCL based on the provided m2mPoc information and/or long polling activity.
If the <scl> resource contains at least one active (online) m2mPoc, then the onlineStatus of that SCL resource shall be set to ONLINE.
If the <scl> resource is currently involved in long-polling, the online status of that SCL resource shall be set to be ONLINE.
If there are no m2mPocs defined or if all m2mPocs are marked as OFFLINE and no long-polling is ongoing, then the onlineStatus of that SCL shall be set to OFFLINE.
If there are m2mPocs, and all of them are marked as NOT_REACHABLE, the onlineStatus of the SCL shall be set to NOT_REACHABLE to indicate that the SCL cannot be reached using any of the m2mPocs. NOT_REACHABLE can be regarded as a sub-state of ONLINE.
For an <scl> resource hosted on a G/DSCL the value shall be ONLINE

	serverCapability
	When set to TRUE it means that this SCL could try to issue connections towards the registered SCL.
This attribute is always set to TRUE for <scl> resources hosted on the DSCL or GSCL, i.e. for <scl> resources representing an NSCL (i.e. the registered-to SCL).
For <scl> resource hosted on the NSCL, the value of serverCapability is set to TRUE only if there are m2mPocs available.

	Link
	The URI of the <sclBase> of the remote SCL.

	schedule
	Represents the connection schedule of the remote / registered SCL. This is provided for information purposes only. The present document does not mandate any specific handling associated with the schedule.
Only applicable for registered SCLs, i.e. only in the NSCL's <sclBase> resource tree.

	expirationTime
	Common attributes. This represents the expiration time of the registration. If the SCL does not refresh its registration before that time the resource is deleted.

	accessRightID
	Common attributes.

	searchStrings
	Common attributes.

	creationTime
	Common attributes.

	lastModifiedTime
	Common attributes.

	locTargetDevice
	The device address to be used for retrieving the location information of the M2M Device or Gateway which is represented by this <scl>.
Only present for <scl> resource hosted on the NSCL.
This attribute is only used in the case that the location information is provided by a network-based location server (e.g. a 3GPP location server). It will be provided to the location server by the hosting SCL (i.e. NTOE) for the location information retrieval.
The format of this attributed shall conform to the interface provided by the location server (e.g. MSISDN for a 3GPP location server).

	mgmtProtocolType
	It is defined and used to store the management protocol that this <scl> supports. 
Only applicable for <scl> resource hosted on the NSCL.
An M2M Device (or a M2M Gateway) shall indicate the mgmtProtocolType they support during the procedures such as SCL Registration, Update SCL Registration, and normal RESTful Update of this attribute.

	integrityValResults
	Indicates the signed Integrity Validation results for the registering SCL.
This attribute is optional and relates only to D/GSCL since Integrity Validation is not performed on the NSCL.

	aPocHandling
	The aPocHandling attribute as received during scl registration is the basis for aPocHandling attribute that is set on the <sclBase> resource, which in turn controls the SCL retargeting behaviour.

	sclType
	This attribute indicates the SCL type: NSCL, GSCL, DSCL. 


Table 8.5 {Ed. ex: Table 9.8}
Resource accessRights
The accessRights resource represents a collection of <accessRight> resources and/or <accessRightAnnc> resources. The following combinations are possible:
<sclBase>/accessRights - contains accessRight resources only (created by local or remote entities).
<sclBase>/scls/<scl>/accessRights - contains accessRightAnnc resources announced by <scl> and/or accessRight resources.
<sclBase>/applications/<app>/accessRights - contains local accessRight resource only, typically created by the Application corresponding to <app>.
<sclBase>/scls/<scl>/applications/<applicationAnnc>/accessRights - contains accessRightAnnc resource announced by the SCL corresponding to <scl> and/or accessRight resource typically created by the SCL corresponding to <scl> or the Application on whose behalf <applicationAnnc> is created.
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Fig. 8.8: Structure of accessRights-resource {Ed. ex: Figure 9.8}
Resource <accessRight>
Access rights are defined as "white lists" or permissions, i.e. each permission defines "allowed" entities (defined in the permissionHolders) for certain access modes (permissionFlags). Sets of permissions are handled such that the resulting permissions for a group of permissions are the sum of the individual permissions. I.e. an action is permitted if it is permitted by some / any permission in the set.
By setting an accessRightID attribute on a resource, the permissions for accessing that resource are then defined by the permissions defined in the accessRight resource.
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Fig. 8.9: Structure of <accessRight> resource {Ed. ex: Figure 9.9}
The <accessRight> resource contains attributes such as
	AttributeName
	Description

	permissions
	The collection of permissions defined by this <accessRight>. These permissions are applied to resources referencing this accessRight resource using the accessRightID attribute.

	selfPermissions
	Defines the collection of permissions for the <accessRight> resource itself.


Table 8.6 {Ed. ex: Table 9.18}
The permissionFlags and the permissionHolders could then be generalised to actions (which might be granting access, but might also be more specific, like granting access to a subset, i.e. filtering part of the data). The permissionHolders could be generalised to conditions, which may include things like the identity of the requestor, everybody except specified identities, but it might also include time based conditions etc.
Resource containers
The containers resource represents a collection of container resources and containerAnnc resources. The following combinations are possible:
<sclBase>/containers – can contain the following type of resources
· container resources only (either created by local or remote entities).
<sclBase>/scls/<scl>/containers – can contain a mix of the following resources 
· containerAnnc resources announced by the SCL corresponding to <scl> 
· container resources.
<sclBase>/applications/<app>/containers – can contain a mix of the following type of resources
· container resources, typically created by the Application corresponding to <app> 
· locationContainer, typically created by the Application corresponding to <app>.
<sclBase>/scls/<scl>/applications/<applicationAnnc>/containers – can contain a mix of the following type of resources
· <containerAnnc> resources announced by the SCL corresponding to <scl> 
· <locationContainerAnnc> resources announced by the SCL corresponding to <scl> 
· <container> resources typically created by the SCL corresponding to <scl> or corresponding to the Application on whose behalf <applicaitonAnnc> is created
· <locationContainer> resources typically created by the SCL corresponding to <scl> or corresponding to the Application on whose behalf <applicationAnnc> is created.
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Fig. 8.10: Structure of containers-resource {Ed. ex: Figure 9.11}
Resource <container>
The <container> resource represents a container for instances.
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Fig. 8.11: Structure of <container> resource {Ed. ex: Figure 9.12}
Resource contentInstances
The contentInstances resource represents the collection of content instances in a container. It shall also keep track of the latest (newest) and the oldest instance. These shall reference the newest instance and the oldest instance in the collection, respectively. If there are no instances in the collection, the latest and oldest resources shall not be present.
The contentInstances resource is special in that a retrieve on the contentInstances shall give in the returned resource representation the content of the <contentInstance> resources in the collection (subject to the filter criteria) and not just the references to these child resources. When a retrieve is performed on the contentInstances resource it shall be possible to indicate that either only the meta-data of the contentInstance resources in the collection matching the filter criteria shall be returned or whether both the meta-data together with the actual content of each contentInstance resource matching the filtercriteria shall be returned.
The contentInstances resource does not have its own AccessRights. Instead the accessRights of the parent <container> resource shall apply.
 (
0..1
*
<contentInstance>
contentInstances
subscriptions
1
”attribute”
k
0..1
latest
oldest
1
)
Fig. 8.12 Structure of contentInstances resource {Ed. ex: Figure 9.16}
Resource <contentInstance>
The <contentInstance> resource represents a data instance in the container. The content of the instance is opaque to the M2M platform and it might even be encrypted. However, there is meta-data associated with an instance which shall be accessible.
Contrary to other resources, the <contentInstance> resource cannot be modified once created, regardless of the accessRightID associated with the parent resource. An instance may be deleted explicitly or it may be deleted by the platform based on policies. If the platform has policies for the instance retention these shall be represented by the attributes maxByteSize, maxNrOfInstances and/or maxInstanceAge on the <container> resource. If multiple policies are in effect, the strictest policy shall apply.
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)
Fig. 8.13: Structure of <contentInstance> resource {Ed. ex: Figure 9.17}

[bookmark: _Toc343125769]8.2	Security
Data origin authentication, integrity and replay protection, confidentiality and privacy must be supported on the mId Reference Point (between the Device/Gateway Domain and the Network Domain).  However in some cases it is possible to rely on the Access Network to provide some of these services. Therefore, security at the M2M service layer consists of a set of optional functionalities. It comprises the following functionality:
· M2M Service Bootstrap procedures for secure provisioning of (secret) M2M Root Key in M2M Device/Gateway and M2M Authentication Server;
· M2M Service Connection procedures, based on a provisioned M2M Root Key, for mutual authentication, authorization and secure session establishment;
· Integrity Validation reporting;
· Secured Environment in M2M Device/Gateway (for secure storage of Sensistive Data and secure execution of Sensitive Functions used by the M2M service layer).
M2M Service Bootstrap procedures may be access network assisted (using 3GPP GBA-based or EAP-based methods) or access network independent (using EAP-over-PANA or TLS-over-TCP methods).  M2M Service Connection procedures may be based on EAP/PANA, TLS-PSK or 3GPP GBA.
[bookmark: _Toc343125770]8.3	Management
Remote Entity Management (REM) service capability shall be supported by all M2M SCLs. Both OMA-DM and BBF TR-069 are considered as the supporting enablers to be reused in ETSI M2M functional architecture to implement the REM service capability. An M2M system may choose to implement either or both of them. Other device management enablers may also be reused in a similar manner, but the details are out of scope.
The mIa reference point shall support the RESTful interface procedures to allow the NREM to handle the request from M2M Network Applications for the purpose of the remote entity management.
The mId reference point shall support the RESTful interface procedures to allow the D/GREM to create <mgmtObj> and/or <mgmtCmd> resources in the NREM for the purpose of the remote entity management thereafter. It shall also support corresponding OMA-DM/TR-069 protocol interfaces and procedures for managing M2M Devices/Gateways enabled by OMA-DM/TR-069.
A <mgmtObj> or <mgmtCmd> resource in the NSCL represents either:
· high-level management functionalities (e.g. ETSI M2M specific data model) which shall be supported by the underlying Management Object(s) on the remote entity; or
· low-level functionalities on the remote entity mapped from the data model as specified by existing device management technologies (e.g. OMA-DM, BBF TR-069).
Through the manipulation of <mgmtObj> or <mgmtCmd> resources, ETSI M2M REM supports the following management functions at different layers of remote entities:
· M2M application lifecycle management: installing, removing and upgrading applications in an M2M Device/M2M Gateway.
· M2M service management: configuration management for the M2M Service Capabilities in the M2M Device/M2M Gateway.
· M2M Area Network management: configuration management for the M2M Area Networks (namely Capillary Network).
· M2M device management: configuration management of the M2M Device/M2M Gateway.
[bookmark: _Toc343125771]8.3.1	Managing M2M Device and M2M Gateway



Figure 8.14: Reference Architecture for managing M2M Device/Gateway
As shown in Figure 8.14 the Device Management Client is integrated as a part of the D/GREM Service Capability, while the Device Management Server is integrated as a part of the NREM Service Capability.
NOTE:	Alternatively to REM Server being integrated as a part of the NREM a REM Server may be external to the NREM but interface with the NREM via an implementation-specific interface exposed by the REM Server.
Editor’s Note: When ETSI M2M architecture is deployed over 3GPP network, the OMA-DM Server in the 3GPP network layer may be integrated for the purpose of remote management. The detailed options of integration can be found in section 4.9 of ETSI TS 101 603 (3GPP Interworking), depending on the business relations between the 3GPP network operator and the M2M Service Provider.
Table 8.7 shows the mapping between ETSI M2M entities/interface to OMA-DM/TR-069 entities/interface.
	ETSI M2M 
	OMA DM 
	BBF TR069 

	REM Server
	DM Server 
	ACS 

	REM Client 
	DM Client 
	CPE 

	REM Interface (over mId) 
	DM-1, DM-2 
	TR069-CWMP 


Table 8.7 Mapping between ETSI M2M and OMA-DM/TR-069 entities

On the M2M Device and M2M Gateway side:
· The D/GREM may collect the Management Object data from the REM Client in the local M2M Device/Gateway and create/update the corresponding <mgmtObj> an/or <mgmtCmd> resource(s) in the NSCL via the mId reference point. 
· Any device management activity (e.g. firmware update, fault management) in the Device/Gateway is carried out by the REM Client, communicating with a REM Server in NREM via existing Device Management interfaces.
On the NSCL side:
· The NREM triggers OMA-DM or BBF TR-069 Device Management procedures over mId resulting from actions on the <mgmtObj> or <mgmtCmd> resources by M2M Network Applications via mIa or by M2M Management Functions.
[bookmark: _Toc343125772]8.3.2	Managing M2M Devices behind an M2M Gateway


Figure 8.15: Reference Architecture for Managing devices behind M2M Gateway
Fig. 8.15 illustrates the integrated reference architecture for managing devices behind M2M Gateway, which may be legacy devices (d-type) or limited M2M Devices (D’-type) without M2M Service Capabilities and may not support OMA-DM or BBF TR069. In order to manage devices behind M2M Gateway, GREM needs to have Server, Client and Proxy function and NREM may need additional feature in order to support the proxy function at GREM. 
Table 8.8 shows the mapping between ETSI M2M entities/interface to OMA-DM/TR-069 entities/interface. 
	ETSI M2M 
	OMA DM 
	BBF TR069 

	REM Server (N) 
	DM Server 
	ACS 

	REM Server (G) 
	Legacy Server 
	Control Point 

	REM Proxy
	GwMO 
	Proxy Module 

	REM Client 
	DM Client 
	CPE 

	Management Client 
	Legacy Client 
	Legacy Client 

	REM Interface 1 (over mId) 
	DM-1, DM-2 
	TR069-CWMP 

	REM Interface 2 (over dIa) 
	Legacy Interface (out of scope)
	Legacy Interface (out of scope)


Table 8.8 Mapping between ETSI M2M and OMA-DM/TR-069 entities/interface
In addition to support the functionalities described in clause 8.5.1 for managing the M2M Gateway itself, the GREM shall also be responsible for the management of the D'(or d)-type devices associated with the M2M Gateway. The interactions between the GREM and the D'(or d)-type device for device management purpose is out of scope.
The NREM acts as the same role and follows the same procedure as described in clause 8.3.1 to interact with GREM for the purpose of manageing devices in the M2M Area Network, i.e. behind an M2M Gateway.

[bookmark: _Toc343125773]
9	M2M Architecture Description - TIA
<Text>
9.1	<to be completed>
<Text>9.1	TIA TR-50 Functional architecture
This section provides a snap-shot of the TIA TR-50 M2M Smart Device Communication System Architecture, and a description of the reference points. The detailed Architecture descriptions can be found in TIA PN-4940.005.  
{Editor’s Note: For reference to copies of TIA-4940.005 please see 
oneM2M-TP-2012-0021R01-Liaison_Statement_from_TIA_TR-50 for details.}
Terms and Definitions:
· AAA-SD: provide authentication, authorization and accounting services to other entities in the network to establish and enforce security policies. The services may include generation of keys, generation and validation of certificates, validation of signatures, etc. (Note: This term was intended to be used as “AAA for Smart Devices”. The scope was, indeed, may be broader than the AAA, which has been commonly used in the wireless network. The term was left unchanged as TR-50 has not officially defined this entity although a report on “Threat Analysis” has been developed (TIA PN-4940) as the first step for this work.)   
· Home Application: The home application is a logical entity that is responsible for the business logic, either directly or via supervision and interaction with node applications and PoA applications and with PoA devices. 
· Node Application: The node application is a logical entity that acts as an intermediary between the home application and the PoA application and between the home application and the PoA device. The node application interacts with home application, other node applications, PoA application or PoA device, and may perform functions such as a data aggregation, storage, load balancing, etc. 
· PoA Application: PoA application is a logical entity that provides resources to node or home applications or to other PoA applications. The PoA application interacts with home, node, other PoA applications or with PoA devices. The PoA application may perform functions such as autonomous reporting of values reported by devices, monitoring for values reported by devices that exceed specified limits, trend analysis of values reported by devices, etc. 
· Container: The container is a logical entity that provides services to the applications that operate within it, and enforce security policies.
Abbreviations:
· AAA-SD	AAA of Smart Device
· API	Application Programming Interface
· PoA	Point of Attachment
[bookmark: _Toc343125774]9.1.1	TIA TR-50 M2M Smart Device Communications System Architecture
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The TR-50 System Architecture pertains to the access agnostic monitoring and bi-directional communication of events and information between smart devices and other devices, applications or networks. Layers in the protocol stack at and below the transport layer are assumed to exist (including but not limited to TCP/IP, UDP/IP, HTTP, HTTPS, DHCP, Diff-Serv, MPLS, XMPP) and their descriptions are beyond the scope of this document. 
To maintain a consistent interface to the transport layers (over fixed-point wireless, over wireless local area network, over digital subscriber line, etc.) a convergence layer is introduced into the protocol stack, as illustrated in Figure 1. (The dotted lines in the node indicate optional capability.)
PoA, node and server are considered above the access networks.


Fig. 9.1: TR-50 Conceptual Protocol Stack {Ed. ex: Figure 1}
The following Figure depicts the high level system architecture for the TIA TR-50 M2M Smart Device Communication.


Fig. 9.2: TR-50 High Level System Architecture {Ed. ex: Figure 2}
The high level system architecture shown above may be described as a distributed cooperative computing system. The container provides services to the application(s) that operate within it, and enforce security policies. 
In Figure 2, some containers are labeled, PoA container, node container and server container. The labels are for ease of reference and imply some level of logical grouping. 
Some containers are not labeled implying that the entities within them can operate in any convenient appropriate container.
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The following Figure depicts the TR-50 reference architecture diagram, showing functional elements, and the interconnection reference points. Light blue boxes represent containers while light yellow boxes represent applications and/or devices.


Fig. 9.3: Reference architecture {Ed. ex: Figure 3}
[bookmark: _Toc343125778]9.2.2	Functional Elements
AAA-SD
· A container that hosts an entity or entities that provide authentication, authorization and accounting services and interact with the admin entities in other containers in establishing and enforcing security policies.
home application
· The home application is responsible for the business logic, either directly or via supervision and interaction with node and PoA applications and with PoA devices. 
node application
· The node application acts as an intermediary between the home application and the PoA application and between the home application and the PoA device. It interacts with home application, PoA application, and PoA device, and may perform functions such as data aggregation, and load balancing.
PoA application 
· PoA application provides resources to node application, home applications or to other PoA applications. PoA applications interact with home application, node applications, PoA applications and with PoA devices, and may perform functions such as autonomous reporting of values reported by devices, monitoring for values reported by devices that exceed specified limits, trend analysis of values reported by devices, etc.
PoA applications may be instances of a standardized class to facilitate their invocation by, for example, specifying parameters for their operation. For the purposes of illustration, consider the following:
· stream:	an instance to this class autonomously reads data from a specified source and streams it to a specified target according to some specified criteria.
· average:	an instance to this class autonomously reads data from a specified source, computes the average according to some specified criteria, and reports the result to a specified target according to some specified criteria.
· limit:	an instance to this class autonomously reads data from a specified source, compares the data with some specified limits, and reports to a specified target if the limits are exceeded.
· trend:	an instance to this class autonomously reads data from a specified source, computes the trend according to some specified criteria, and reports to a specified target if the computed trend exceeded some specified criteria.
PoA device 
A PoA device is a resource that represents a physical device. The means by which physical devices are interfaced are outside the scope of this document. The combination of services provided by the PoA container and the software that implements a PoA device are responsible for whatever conversion is necessary to represent the physical device as a standardized resource.
[bookmark: _Toc343125779]9.2.3	Reference Points
A1:	provides for interaction between the AAA-SD container and the home application.
A2:	provides for interaction between the AAA-SD container and the node application.
A3:	provides for interaction between the AAA-SD container and the PoA application.
A3’:	provides for interaction between the AAA-SD container and the PoA device.
· The realization of A3 and A3’ may be identical.
· The realization of A1, A2, A3 and A3’ may be identical.
B1:	provides for interaction between the home application and a node application, including bi-directional communication of control information, events and data.
B2:	provides for interaction between a PoA application and the home application, including bi-directional communication of control information, events and data.
B2’:	provides for interaction between a PoA device and the home application, including bi-directional communication of control information, events and data.
· The realization of B2 and B2’ may be identical.
B3:	provides for interaction between a PoA application and a node application, including bi-directional communication of control information, events and data.
B3’:	provides for interaction between a PoA device and a node application, including bi-directional communication of control information, events and data.
· The realization of B3 and B3’ may be identical.
B4:	provides for interaction between the different node applications, possibly in different containers, including bi-directional communication of control information, events and data.
· The realization of B1 and B4 may be identical.
B5:	provides for interaction between the different PoA applications, possibly in different containers, including bi-directional communication of control information, events and data.
B5’:	provides for interaction between the different PoA devices, possibly in different containers, including bi-directional communication of control information, events and data.
· The realization of B5 and B5’ may be identical.
· The realization of B2, B2’, B3, and B3’ may be identical.
B6:	provides for interaction between the home applications and a node container, including bi-directional communication of control information, events and data.
B7:	provides for interaction between the home application and a PoA container, including bi-directional communication of control information, events and data.
B8:	provides for interaction between node applications and a PoA container, including bi-directional communication of control information, events and data.
B9:	provides for interaction between a PoA application and a PoA device, including bi-directional communication of control information, events and data.
[bookmark: _Toc343125780]9.3	Security Considerations
TR-50 has started exploiting possible threats and the need for further standardization for AAA-SD.  TIA will publish a Technical System Bulletin (TSB), PN-4940 “Security Aspects”, to provide threat analysis.
TR-50 architecture currently relies on Transport Layer Security (TLS) to provide the communication security over internet
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Annex B:
ETSI M2M Architecture Information (Informative)
{Editors Note:	V0.0.2 all Annex B text is new}
{Editors Note:	The following text is derived from the input contribution summarizing the ETSI M2M Architecture;
oneM2M-REQ-2012-0037R01-Initial_architecture_discussion.DOC}.  It is anticipated that material from this Annex will be extracted into Section 8 “M2M Architecture Description – ETSI”}
{Editors Note:	The structure and content of contributed material remaining in the Annex upon completion of the main document Sections, is for further discussion.}

B.1	ETSI M2M architecture

Fig. B.1: M2M Functional Architecture Framework

B.1.1	Functions and reference points

Fig. B.2: M2M Functional Architecture Framework
M2M Service Capabilities Layer provides functions that are to be exposed on the reference points. M2M SCs can use Core Network functionalities through a set of exposed interfaces (e.g. existing interfaces specified by 3GPP, 3GPP2, ETSI TISPAN, etc.). Additionally, M2M SCs can interface to one or several Core Networks.
In the remaining of the present document the following terms will be used:
· NSCL: Network Service Capabilities Layer refers to M2M Service Capabilities in the Network Domain.
· GSCL: Gateway Service Capabilities Layer refers to M2M Service Capabilities in the M2M Gateway.
· DSCL: Device Service Capabilities Layer refers to M2M Service Capabilities in the M2M Device.
· SCL: Service Capabilities Layer, refers to any of the following: NSCL, GSCL, DSCL.
· D/G SCL: refers to any of the following: DSCL, GSCL.
The external reference points (mIa, mId, dIa) are mandated and are required for ETSI M2M compliance. 
M2M Node: is a logical representation of the M2M components in the M2M Device, M2M Gateway, or the M2M Core.  An M2M Node shall include one SCL, and optionally an M2M Service Bootstrap function and an M2M Service Connection function.  An M2M Node relies on a s Secured Environment Domain, controlled by the M2M Service Provider associated with the SCL, to protect Sensitive Functions and Sensitive Data.
A Device/Gateway M2M Node shall be instantiated upon pre-provisioning or executing an M2M Service Bootstrap procedure on the M2M Device/Gateway with an M2M Service Provider.  Each Device/Gateway M2M Node may be instantiated with only one M2M Service Provider.
M2M Applications: are respectively Device Application (DA), Gateway Application (GA) and Network Application (NA). DA could reside in an M2M Device which implements M2M Service Capabilities (referred to in clause 6.1 as D device) or alternatively reside in an M2M Device which does not implement M2M Service Capabilities referred to in clause 6.1 as D' device).
[bookmark: _Toc338691012]B.1.2	Reference points


Fig. B.3: Mapping of reference points to different deployment scenarios
{Ed. ex: Figure 6.1}
Gateway (G): shall provide M2M Service Capabilities (GSCL) that communicates to the NSCL using the mId reference point and to DA or GA using the dIa reference point.
Device (D): shall provide M2M Service Capability (DSCL) that communicates to an NSCL using the mId reference point and to DA using the dIa reference point.
Device' (D'): shall host DA that communicates to a GSCL using the dIa reference point. D' does not implement ETSI M2M Service Capabilities.
Additionally there is a non-ETSI M2M compliant device ('d') that connects to SCL using the xIP Capability (NIP, GIP, DIP). d devices do not use ETSI M2M defined reference points, however: 
· GIP may either be an internal capability of GSCL or an application communicating via reference point dIa with GSCL.
· DIP may either be an internal capability of DSCL or an application communicating via reference point dIa with DSCL.
mIa
The mIa reference point offers generic and extendable mechanism for Network Applications interactions with the NSCL.
The mIa reference point, functions include:
· Registration of NA to the NSCL.
· Request to Read/Write, subject to proper authorization, information in the NSCL, GSCL, or DSCL.
· Request device management actions (e.g. software upgrade, configuration management).
· Subscription and notification to specific events.
· Request the creation, deletion and listing of group(s).
dIa
· The dIa reference point offers generic and extendable mechanism for Device Application (DA)/Gateway Application (GA) interactions with the DSCL/GSCL.
· The dIa reference pointfunctions include:
· Registration of D/GA to GSCL.
· Registration of DA to DSCL.
· Request to Read/Write, subject to proper authorization, information in the NSCL, GSCL, or DSCL.
· Subscription and notification to specific events.
· Request the creation, deletion and listing of group(s).
mId
The mId reference point offers generic and extendable mechanism for SCL interactions.
The mId reference point, functions include:
· Registration of a DSCL/GSCL to NSCL.
· Request to Read/Write, subject to proper authorization, information in the NSCL, GSCL, or DSCL.
· Request device management actions (e.g. software upgrade, configuration management).
· Subscription and notification to specific events.
· Request the creation, deletion and listing of group(s).
· Provides security related features as defined in clause 8.
mIm
The mIm reference point offers generic and extendable mechanisms for NSCL-to-NSCL interactions and communications. 
B.1.3	M2M Resource Management and Procedures
B.1.3.1	Usage of resources in a RESTful architecture
ETSI M2M adopts a RESTful architecture style. This style governs how M2M Applications (DA, GA, NA) and/or M2M SCL are exchanging information with each other. A RESTful architecture is about the transfer of representations of uniquely addressable resources. ETSI M2M standardized the resource structure that resides on a SCL.
In a very simplistic view, imagine that certain resources are buckets that can hold some application specific data. These buckets - as far as the scope of an M2M service layer is concerned - reside in the respective SCL. The buckets have certain properties and are structured as suggested in more detail in the subsequent clauses.
To illustrate a very basic use of this mediator function of the M2M SCL, a simple example shall be described here. An application (DA) on an M2M Device that is not always connected wants to send some data to another application (NA) on the network by means of the M2M SCL. DA would write data to a resource in the NSCL and NA would read that resource. If configured accordingly, the NA could also be notified by the NSCL upon the writing (update) of the resource by the DA, in order to facilitate synchronization between DA and NA. Figure B.4 is meant to illustrate that process of the data flow and not the operation flow.
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Fig. B.4: Simple example for use of SCL resources to exchange data
{Ed. ex: Figure 9.1

When handling resources in a RESTful architecture, there are four basic methods - so called "verbs" - that could be applied to resources:
· CREATE: Create child resources.
· RETRIEVE: Read the content of the resource.
· UPDATE: Write the content of the resource.
· DELETE: Delete the resource.
These methods are referred to as the CRUD methods below. In addition to these basic methods in a RESTful architecture, it is often also useful to define verbs actions that might not directly map to one of the specific method. Moreover a definition of these particular verbs helps the readability of the present document if the verb is chosen appropriately. The additional verbs introduced are:
· NOTIFY: used to indicate the operation for reporting a notification about a change of a resource as a consequence of a subscription. This verb would either map to a response of a RETRIEVE method in case that the long polling mechanism is used, or to an UPDATE method in case that the asynchronous mechanism is used.
· EXECUTE: for executing a management command/task which is represented by a resource. This verb corresponds to an UPDATE method without any payload data.
B.1.3.2	Definitions
This clause provides definitions that are used for describing the resource procedures -
Resource: is a uniquely addressable entity in the RESTful architecture. A resource has a representation that shall be transferred and manipulated with the verbs. A resource shall be addressed using a Universal Resource Identifier (URI).
Sub-Resource: also called child resource. It is a resource that has a containment relationship with the addressed (parent) resource. The parent resource representation contains references to the children. The lifetime of the sub-resource is linked to the parent's resource lifetime.
Attribute: is meta-data that provides properties associated with a resource representation.
Attribute-Type: attributes are distinguished by the following types:
	RW
	read/write by client

	RO
	Read-Only by client, set by the server

	WO
	Write-once, can be provided at creation,but cannot be changed anymore


Table B.1
Note that if an attribute is RW, it does not mean that the Issuer can set it to any value. Some values may be restricted by the Hosting SCL, e.g. due to policies. For example, an expiration time may be written by the Issuer, but it is treated as a suggestion by the Hosting SCL. The Hosting SCL is free to change (i.e. lower) the expiration time. If the Hosting SCL changes anything it shall send back a full representation of the resource as it is created, i.e. a success response with a body.
Issuer: is the actor performing a request. An issuer shall either be an Application or a SCL.
Announced Resource: the content of this resource refers to a resource hosted by the Hosting SCL (Master/original Resource). The purpose of this resource is to facilitate a discovery of the original resource, so that the issuer of the discovery does not have to contact all SCLs in order to find the resource. For detailed description about this resource, refer to clause 9.2.1.14.
Local SCL: The Local SCL is the SCL where an Application or a SCL shall register to. It is the first SCL that receives the request from the original issuer of the request (either an Application or a SCL):
· if the NA is the original issuer, the Local SCL is the NSCL;
· if the GA is the original issuer, the Local SCL is the GSCL;
· if the DA in a D device is the original issuer, the Local SCL is the DSCL;
· if the DA in a D' device is the original issuer, the Local SCL is the GSCL;
· if the DSCL in a D Device is the original issuer then the local SCL is the NSCL or the GSCL.
Hosting SCL: The SCL where the addressed (Master/original Resource) resource resides.
NOTE:	In some cases the hosting SCL also act as Local SCL, this is valid in case of a registration.
Announced-to SCL: a SCL that contains the announced resource (a resource could be announced to multiple SCLs).
Receiver: it represents the actor that receives a request from an issuer. A receiver shall be a SCL or an Application.
B1.3.3	Resource structure
This clause introduces the main types of resource used in a SCL. Since all of these resources will have to be addressed in some way and since there are relationships between them (like a parent-child containment relationship), a hierarchical tree structure for modelling their structure and relationships is included .
SclBase Resource
The sclBase resource shall contain all other resources of the hosting SCL. An sclBase resource is the root of all other resources it contains. The sclBase resource shall represented by an absolute URI. All other resources hosted in the SCL shall also be identified by a URI.
For example, a specific sclBase resource identifying an Network SCL could be http://m2m.myoperator.org/some/arbtrary/base/".
An example of a URI identifier of a container resource hosted by this network SCL could be "http://m2m.myoperator.org/some/arbtrary/base/containers/myExampleContainer".
SCL Resource
SCL resource shall represent an associated (remote) SCL that is authorized to interact with the hosting SCL. In order to be authorized to interact with the hosting SCL, the remote SCL has to go through a M2M service registration procedure. An SCL resource is created as a result of a successful registration of the remote SCL with its local SCL or vice-versa. SCL resource shall store context information about the registered SCLs. 
Application Resource
Application resource shall store information about the Application. Application resource is created as a result of successful registration of an Application with the local SCL. Applications shall only register to their local SCL.
AccessRight Resource
AccessRight resource shall store a representation of permissions. An accessRight resource is associated with resources that shall be accessible to entities external to the hosting SCL. Basically, they control "who" (permissionHolder) is allowed to do "what" (permissionFlag). Moreover, they can be used in the privacy protection.
Container Resource
Container resource is a generic resource that shall be used to exchange data between applications and/or SCLs by using the container as a mediator that takes care of buffering the data. Exchange of data between applications (e.g. on device and network side) is abstracted from the need to set up direct connections and allows for scenarios where both parties in the exchange are not online at the same time. 
LocationContainer Resource
A LocationContainer resource shall represent a container for the location information of a M2M entity (e.g. M2M Device/Gateway). The location information may be generated by a Device/Gateway application or provided by location server in the network domain.
Group Resource
Group resource shall be used to define and access groups of other resources.
For example, a group resource could be used to write the same content to a group of M2M container resources (this allows a DA to write the same data to many container resources in a NSCL. The data is only sent once to the NSCL, while letting the NSCL replicate it to different container resources. This is a more optimal use of the dIa/mId reference point).
Subscription Resource
Subscription resource shall be used to keep track of status of active subscription to its parent resource. A subscription represents a request from the Issuer to be notified about modifications on the parent resource.
M2MPoC Resource
The M2MPoC resource shall represent information maintained in the NSCL on how to reach a DSCL or GSCL via a specific access network. The device or gateway maintains this information in the NSCL by creating, updating, or deleting this resource when their point of attachment changes.
MgmtObj Resource
A MgmtObj resource holds the management data which represents a certain type of M2M remote entity management function. For a remote entity (i.e. M2M Device/Gateway) multiple mgmtObj resources may be created on NREM for different management purposes.
MgmtCmd Resource
A MgmtCmd resource shall be only used to model non-RESTful management commands, i.e. BBF TR-069 Remote Procedure Call (RPC) methods, as listed in Table 9.1. This resource represents the RPC methods in a RESTful manner. With such RESTful modelling, a MgmtCmd (i.e. a RPC) shall be triggered by an NA using the RESTful verb UPDATE. If supported by the specific BBF TR-069 procedure, a triggered MgmtCmd may be cancelled before it finishes by an NA using UPDATE verb or a DELETE verb.
AttachedDevices Resource
An AttachedDevices resource shall be used to collect the management information of all M2M D' devices that are attached to a M2M Gateway. It shall reside under a G <scl> resource created in the remote NSCL.
AttachedDevice Resource
A AttachedDevice resource shall be used to represent each M2M D' device that is attached to a M2M Gateway. The resource lives only in the NSCL and it shall reside under the AttachedDevices resource of the corresponding M2M Gateway.
Announced Resource
An announced resource shall point to the original resource hosted in another SCL. The announced resource is an actual resource which consists of only a limited set of attributes, which are the searchStrings, the link to the original resource and the access right. The purpose of the announced resource is to facilitate a discovery of the original resource when querying the announced-to SCL, so that the issuer of the discovery does not have to contact all SCLs in order to find the resources. An announced resource itself shall only be visible when it is directly accessed via its full URI. During discovery a direct reference to the original resource shall be returned. Only locally created resources can be announced.
Removing an announced resource, for example due to deregistration of an SCL (which correspond to a removal of the parent SC L resource), does not remove the original resource, but does remove all the children of announced resource Reversely, when the original resource is removed, it is the responsibility of the original SCL, where the original resource is hosted, to remove the announced resource. If this is not done (e.g. because the original SCL is offline), the announcement resource shall be removed when it expires.
NOTE:	There are collections with:
1) only real resources;
2) a mix of real resources and announced resources;
3) only announced resources.
A resource of the same type (e.g. <application> resources) might have different content depending on where in the tree it is located. There are different ways of representing this, i.e. either by defining different resources or by defining one collection resource that contain both types of children. The latter solution is chosen, but it is indicated in each case whether which child resources are allowed.
NotificationChannel Resource
A NotificationChannel resource shall be used by non-server capable client to receive asynchronous notifications. The notification channel is prepared to handle several mechanisms on how to receive these asynchronous notifications. However, currently only one mechanism is fully specified, which is the so-called "long polling" mechanism. This method is based on the server not responding to requests until a notification needs to be sent (or until a timeout occurs).
Discovery Resource
A discovery resource shall be used to allow discovery. It is used to retrieve the list of URI of resources matching a discovery filter criteria. It does not represent a real resource in the sense that it does not have a representation and it shall never be cached.
Collection Resource
This resource represents an abstract concept that is applicable to various resources in the resource structure. For details on the collection resources, see clause 9.3.
A collection resource normally has its own associated accessRightID and allows subscriptions on modification in the collection resource.
i.e.: When resources contain a collection of similar sub-resources, this is modelled as a collection resource. There are several collection resources identified, e.g. the SCL resource mentioned above contains collection resources for <group> resources, for <container> and <locationContainer> resources, for <application> resources, for <accessRight> resources and for <mgmtObj> and <mgmtCmd> resources. A collection can container local resources and/or the corresponding announced resources. A collection resource representation contains the sub-resources by reference and it may also contain attributes.
Common attributes
Many of the attributes of the resources described in the present document are common. Those attributes are described here once in order to avoid duplicating the description for every resource that contains it.
Attributes that are only used in one or two resource types are described only in the section for that resource.
	Name
	Description

	accessRightID
	URI of an access rights resource. The permissions defined in the accessRight resource that is referenced determine who is allowed to access the resource containing this attribute for a specific purpose (retrieve, update, delete etc.).
If a resource type does not have an accessRightID attribute definition, then the accessRights for resources of that type are governed in a different way, for example, the accessRight associated with the parent may apply to a child resource that does not have an accessRightID attribute definition, or the permissions for access are fixed. Refer to the corresponding procedures to see how permissions are handled in these cases.

If a resource type does have an accessRightID attribute definition, but the (optional) accessRightID attribute is not set, or it is set to a value that does not correspond to an valid, existing, accessRight resource, or it refers to an accessRight resource that is not reachable (e.g. because it is located on a remote SCL that is offline or not reachable), then the system default access permissions shall apply.

The system default access permissions grant all permissions (i.e. the full set of permissionsFlags) to the following permission holders depending on the prefix of URI of the resource.

The permissionHolders for prefixes from most specific to least specific are as follows:
<sclBase>/scls/<scl>/applications/<applicationAnnc>: the hosting SCL, the SCL corresponding to the <scl> resource and the Application corresponding to the <applicationAnnc> resource shall be the permissionHolders.
<sclBase>/scls/<scl>: the hosting SCL and the SCL corresponding to the <scl> resource shall be the permissionHolders.
<sclBase>/applications/<application>: the hosting SCL and the Application corresponding to the <application> resource shall be the permissionHolders.
<sclBase>: the hostingSCL shall be the permissionHolder.

	announceTo
	In a request on mIa or dIa, this is interpreted as the list of the SCLs that the SCL will try to announce to on behalf of the requestor. In responses, the list indicates the actual list of resources to which the resource is announced at the moment.
If this attribute is not provided in requests on the mIa or dIa, the local SCL will decide where the resource will be announced.

	creationTime
	Time of creation of the resource.

	expirationTime
	Absolute time after which the resource will be deleted by the hosting SCL. This attribute can be provided by the issuer, and in such a case it will be regarded as a hint to the hosting SCL on the lifetime of the resource. The hosting SCL can however decide on the real expirationTime. If the hosting SCL decides to change the expirationTime attribute value, this is communicated back to the issuer.
The lifetime of the resource can be extended by providing a new value for this attribute in an UPDATE verb. Or by deleting the attribute value, e.g. by not providing the attribute when doing a full UPDATE, in which case the hosting SCL can decide on a new value.

	filterCriteria
	This are criteria that filter the results. They can either be used in a GET (as query parameters) or in a subscribe.

	lastModifiedTime
	Last modification time of a resource.

	link
	URI of the related remote resource. In an announced resources, this is the URI of the announcing resource. In an <scl> resource, this is the URI of the <sclBase> resource of the registered SCL.

	searchStrings
	Tokens used as keys for discovering resources.


Table B.2 {Ed. ex: Table 9.2}
Notation
A tree representation is used for describing how the different types of resources relate to each other. This is essential for deriving a meaningful way to navigate to the different resources and understand their use. The same resources structure applies to resources in the NSCL, the GSCL and the DSCL.
The following notations have been used in the present document:
· The notation <resourceName> means a placeholder for an identifier of a resource of a certain type. The actual name of the resource is not predetermined.
· The notation "attribute" denotes a placeholder for one or more fixed names. Attribute names and types are described in a table for each resource showing the resource structure.
· Without the delimiters < and > or "and", names appearing in boxes are literals for fixed resource names or attributes.
· Square boxes are used for resources and sub-resources. In order to be able to access sub-resources in a RESTful way, an Issuer shall access these resources directly, only by their references (URIs) which are part of the parent resource representation. The parent resource does not include the representation of its sub-resources, Any deviations from this rules are described in details through the present document.
· Rounded boxes are used for attributes of resources. In order to be able to address and access individual attributes, or parts of an attribute, in a RESTful way they shall be accessible in a way similar to as sub-resources. This is called partial addressing. The main difference is that the attributes are served as part of the containing resource (e.g. in case of http binding they do not have separate e-tag handling and modification times are not kept per attribute).
· Parent-Child relationship and multiplicity: The parent-child relationships are indicated by solid lines. At each end of a line an indicator for the number of valid elements of a parent/child is depicted. The symbol:
· "*" indicates any number from 0 to infinity.
· "k", "n", "m", etc. indicate a fixed but so far undefined number of elements. If a parent resource is deleted, the containment relation implies that all child-resource shall be deleted as well (recursively).
The following conventions are used throughout the resource description
· All resource type names shall be in lower case, in case of composed name the subsequent words shall start with a capitol letter, for example "accessRight".
· All resources shall indicate an object and not an action or verb.
· If a resource identifies a collection,, then the resource name shall be in a plural form, for example if we need to indicate a collection of flowers the correspondent resource shall be called "flowers".
· All attributes shall be in lower case. In case of composed name the separation between word is indicated by the using a capitol letter for the following word. For example "searchStrings".
B.1.3.4	Examples of ETSI M2M Resources
<sclBase>
The <sclBase> resource in this tree shall be the root for all resources that are residing on the hosting SCL.
This SCL can be reached for registering remote SCLs and/or local Applications. The <sclBase> hosts and manages sub-resources. An SCL shall perform M2M procedures upon requests by other entities (other SCLs or Applications). Not all defined features may be supported by specific SCLs. For example; a DSCL or GSCL may not be server capable and/or publicly addressable. This implies that some resources may only be addressed locally and not from a remote SCL. A <sclBase> resource shall be addressed by an URI.
The <sclBase> resource may contain attributes that describe the hosting SCL.
Regardless of the accessRight, the <sclBase> resource shall not be created or deleted via the RESTful API. The <sclBase> is managed outside the scope of the API. However, it may be modified and read via the API by entities that have the correct authorization, as defined by the accessRight identified by the accessRightID attribute in the <sclBase> resource.
The <sclBase> resource does contain collection resources representing collections of <scl> resources, <application> resources, <container> resources, <group> resources, <accessRight> resources and <subscription> resources. In general, where in the resource tree an entity (Application or SCL) creates a <container>, a <group> or an <accessRight> resource depends mainly on the lifecycle requirements on that resource.
Resources created directly in a child collection of <sclBase> resource live as long as the <sclBase> lives, and this gives the resource the possibility to outlive its creator. The creator can either be a local or remote to the <sclBase>.
Resources created in the child collection of a <scl> resource on a remote <sclBase> resource live as long as the <scl> resource is available. They will be removed at deregistration of the SCL.
Resources created in the child collection of the <application> resource or a local application will live as long as the local <application> resource is available. They will be removed at deregistration of the application.
Resources created in the child collection of the <applicationAnnc> resource will live as long as that announcement resource lives. They will be removed when de-announcing of the application.
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Fig. B.5: Structure of <sclBase>-resources {Ed. ex: Figure 9.2}
The <sclBase> sub resources are described in the following.
	subResource
	Description

	scls
	Collection of <scl> resources each representing a remote SCLs with which the hosting SCL is registered to or that is registered with the hosting SCL. The collection only contains <scl> resources, representing remote SCLs. 

	applications
	Collection of <application> resources which are registered the hosting SCL represented by the <sclBase> resource.
This collection contains only <application> resources, representing local Applications. 

	containers
	Collection of <container> resources that do not have a containment relation with a specific remote entity (Application or SCL). This means that if the entity that created a <container> in this collection is deleted, the <container> shall not be deleted.
This collection contains local <container> resources (representing local containers created by local or remote entities). 

	groups
	Collection of <group> resources that do not have a containment relation with a specific remote entity (Application or SCL). This means that if the entity that created a <group> in this collection is deleted, the <group> resource shall not be deleted.
This collection contains local <group> resources (representing local groups created by local or remote entities).

	accessRights
	Collection of <accessRight> resources that do not have a containment relation with a specific remote entity (Application or SCL). This means that if the entity that created an <accessRight> in this collection is deleted, the <accessRight> shall not be deleted.
This collection contains local <accessRight> resources created by local or remote entities. 

	subscriptions
	Collection containing all active subscriptions for the <sclBase> resource.

	discovery
	Resource used for resource discovery. 


Table B.3 {Ed. ex: Table 9.3}
As an example the <sclBase> contains the following attributes
	AttributeName
	Description

	accessRightID
	See Common attributes. The default may be set by the system at creation.

	searchStrings
	See Common attributes. This attribute is only applicable on the registered-to SCL's <sclBase> resource.
These searchStrings can be used by the registering SCL when creating a <scl> resource representing the registered-to SCL.
This allows the registered-to SCL to be discovered using search strings when the discovery procedure is executed on the discovery resource in the registering SCL.

	creationTime
	See Common attributes.

	lastModifiedTime
	See Common attributes.

	aPocHandling
	The aPocHandling attribute controls how SCL retargeting shall be performed. It can have two value; SHALLOW or DEEP. 
SHALLOW means that only exact or shallow prefix matches (1 level deep) to elements in the aPoCPaths attribute are retargeted, 
DEEP means that any prefix match will result in retargeting.

If the aPocHandling attribute is not present, the SCL shall act the same as if the value was SHALLOW.

This attribute shall only be modified as part of the scl registration procedure (see [create <scl>) or, in case sclBase resource represents a GSCL or DSCL, it can be modified by an NSCL with which the GSCL or DSCL is registered.


Table B.4 {Ed. ex: Table 9.4}
B.1.3.3.1	Resource scls
The scls resource is a collection resource that shall represent a collection of 0 or more <scl> resources.
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Fig. B.6: Structure of scls resource {Ed. ex: Figure 9.3}
B.1.3.3.2	Resource <scl>
An <scl> resource shall represent a remote SCL that is registered to the containing <sclBase>. This means that each remote SCL that is registered with the <sclBase> shall be represented by an <scl> resource in that <sclBase> (the registered remote SCL).
Conversely, each registered to SCL shall also be represented as a sub-set <scl> resource in the registering SCL's <sclBase>.
For example, when SCL1 registers with SCL2, there will be two <scl> resources created, one in SCL1, <sclBase1>/scls/<scl2> and one in SCL2: <sclBase2>/scls/<scl1>.
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Fig. B.7: Structure of <scl> resource {Ed. ex: Figure 9.4}
As an example, the <scl> resource contain the following attributes.
	AttributeName
	Description

	pocs
	List of zero or more points of contact that can be used for out-of-band communication with an SCL.
This is only applicable for <scl> resources hosted on the NSCL, i.e. for <scl> resources that represent a registered DSCL or GSCL.
For <scl> resource hosted on the DSCL or GSCL, and therefore representing the NSCL, the value of the pocs is always the empty collection.

	remTriggerAddr
	Contains the "triggering address" of the remote entity represented by the M2M Device's or Gateway's <scl> registered resource with a hosting network <sclBase> for management purpose. It shall not be present in any registered network <scl> hosted in a DSCL or GSCL. 
This attribute may be provided during the <scl> registration procedure or by other provisioning means including pre-configuration or bootstrapping.
The format of this attribute shall be a URI as specified by existing management protocols (e.g. a WAP/SIP/HTTP Push URI in OMA-DM, a HTTP URI in BBF TR-069).
For network-initiated management procedures, the NSCL shall send a triggering message (e.g. OMA-DM Notification, BBF TR-069 Connection Request) to this address to request the remote entity to setup a management session with the NSCL.

	onlineStatus
	Indicates if the SCL is reachable for M2M REST traffic.
For <scl> resource hosted on the NSCL, the value is set as described below.
The status is set by the hosting SCL based on the provided m2mPoc information and/or long polling activity.
If the <scl> resource contains at least one active (online) m2mPoc, then the onlineStatus of that SCL resource shall be set to ONLINE.
If the <scl> resource is currently involved in long-polling, the online status of that SCL resource shall be set to be ONLINE.
If there are no m2mPocs defined or if all m2mPocs are marked as OFFLINE and no long-polling is ongoing, then the onlineStatus of that SCL shall be set to OFFLINE.
If there are m2mPocs, and all of them are marked as NOT_REACHABLE, the onlineStatus of the SCL shall be set to NOT_REACHABLE to indicate that the SCL cannot be reached using any of the m2mPocs. NOT_REACHABLE can be regarded as a sub-state of ONLINE.
For an <scl> resource hosted on a G/DSCL the value shall be ONLINE

	serverCapability
	When set to TRUE it means that this SCL could try to issue connections towards the registered SCL.
This attribute is always set to TRUE for <scl> resources hosted on the DSCL or GSCL, i.e. for <scl> resources representing an NSCL (i.e. the registered-to SCL).
For <scl> resource hosted on the NSCL, the value of serverCapability is set to TRUE only if there are m2mPocs available.

	Link
	The URI of the <sclBase> of the remote SCL.

	schedule
	Represents the connection schedule of the remote / registered SCL. This is provided for information purposes only. The present document does not mandate any specific handling associated with the schedule.
Only applicable for registered SCLs, i.e. only in the NSCL's <sclBase> resource tree.

	expirationTime
	Common attributes. This represents the expiration time of the registration. If the SCL does not refresh its registration before that time the resource is deleted.

	accessRightID
	Common attributes.

	searchStrings
	Common attributes.

	creationTime
	Common attributes.

	lastModifiedTime
	Common attributes.

	locTargetDevice
	The device address to be used for retrieving the location information of the M2M Device or Gateway which is represented by this <scl>.
Only present for <scl> resource hosted on the NSCL.
This attribute is only used in the case that the location information is provided by a network-based location server (e.g. a 3GPP location server). It will be provided to the location server by the hosting SCL (i.e. NTOE) for the location information retrieval.
The format of this attributed shall conform to the interface provided by the location server (e.g. MSISDN for a 3GPP location server).

	mgmtProtocolType
	It is defined and used to store the management protocol that this <scl> supports. 
Only applicable for <scl> resource hosted on the NSCL.
An M2M Device (or a M2M Gateway) shall indicate the mgmtProtocolType they support during the procedures such as SCL Registration, Update SCL Registration, and normal RESTful Update of this attribute.

	integrityValResults
	Indicates the signed Integrity Validation results for the registering SCL.
This attribute is optional and relates only to D/GSCL since Integrity Validation is not performed on the NSCL.

	aPocHandling
	The aPocHandling attribute as received during scl registration is the basis for aPocHandling attribute that is set on the <sclBase> resource, which in turn controls the SCL retargeting behaviour.

	sclType
	This attribute indicates the SCL type: NSCL, GSCL, DSCL. 


Table B.5 {Ed. ex: Table 9.8}
Resource accessRights
The accessRights resource represents a collection of <accessRight> resources and/or <accessRightAnnc> resources. The following combinations are possible:
<sclBase>/accessRights - contains accessRight resources only (created by local or remote entities).
<sclBase>/scls/<scl>/accessRights - contains accessRightAnnc resources announced by <scl> and/or accessRight resources.
<sclBase>/applications/<app>/accessRights - contains local accessRight resource only, typically created by the Application corresponding to <app>.
<sclBase>/scls/<scl>/applications/<applicationAnnc>/accessRights - contains accessRightAnnc resource announced by the SCL corresponding to <scl> and/or accessRight resource typically created by the SCL corresponding to <scl> or the Application on whose behalf <applicationAnnc> is created.
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Fig. B.8: Structure of accessRights-resource {Ed. ex: Figure 9.8}
Resource <accessRight>
Access rights are defined as "white lists" or permissions, i.e. each permission defines "allowed" entities (defined in the permissionHolders) for certain access modes (permissionFlags). Sets of permissions are handled such that the resulting permissions for a group of permissions are the sum of the individual permissions. I.e. an action is permitted if it is permitted by some / any permission in the set.
By setting an accessRightID attribute on a resource, the permissions for accessing that resource are then defined by the permissions defined in the accessRight resource.
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Fig. B.9: Structure of <accessRight> resource {Ed. ex: Figure 9.9}
The <accessRight> resource contains attributes such as
	AttributeName
	Description

	permissions
	The collection of permissions defined by this <accessRight>. These permissions are applied to resources referencing this accessRight resource using the accessRightID attribute.

	selfPermissions
	Defines the collection of permissions for the <accessRight> resource itself.


Table B.6 {Ed. ex: Table 9.18}
The permissionFlags and the permissionHolders could then be generalised to actions (which might be granting access, but might also be more specific, like granting access to a subset, i.e. filtering part of the data). The permissionHolders could be generalised to conditions, which may include things like the identity of the requestor, everybody except specified identities, but it might also include time based conditions etc.
Resource containers
The containers resource represents a collection of container resources and containerAnnc resources. The following combinations are possible:
<sclBase>/containers – can contain the following type of resources
· container resources only (either created by local or remote entities).
<sclBase>/scls/<scl>/containers – can contain a mix of the following resources 
· containerAnnc resources announced by the SCL corresponding to <scl> 
· container resources.
<sclBase>/applications/<app>/containers – can contain a mix of the following type of resources
· container resources, typically created by the Application corresponding to <app> 
· locationContainer, typically created by the Application corresponding to <app>.
<sclBase>/scls/<scl>/applications/<applicationAnnc>/containers – can contain a mix of the following type of resources
· <containerAnnc> resources announced by the SCL corresponding to <scl> 
· <locationContainerAnnc> resources announced by the SCL corresponding to <scl> 
· <container> resources typically created by the SCL corresponding to <scl> or corresponding to the Application on whose behalf <applicaitonAnnc> is created
· <locationContainer> resources typically created by the SCL corresponding to <scl> or corresponding to the Application on whose behalf <applicationAnnc> is created.
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Fig. B.10: Structure of containers-resource {Ed. ex: Figure 9.11}
Resource <container>
The <container> resource represents a container for instances.
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Fig. B.11: Structure of <container> resource {Ed. ex: Figure 9.12}
Resource contentInstances
The contentInstances resource represents the collection of content instances in a container. It shall also keep track of the latest (newest) and the oldest instance. These shall reference the newest instance and the oldest instance in the collection, respectively. If there are no instances in the collection, the latest and oldest resources shall not be present.
The contentInstances resource is special in that a retrieve on the contentInstances shall give in the returned resource representation the content of the <contentInstance> resources in the collection (subject to the filter criteria) and not just the references to these child resources. When a retrieve is performed on the contentInstances resource it shall be possible to indicate that either only the meta-data of the contentInstance resources in the collection matching the filter criteria shall be returned or whether both the meta-data together with the actual content of each contentInstance resource matching the filtercriteria shall be returned.
The contentInstances resource does not have its own AccessRights. Instead the accessRights of the parent <container> resource shall apply.
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Fig. B.12 Structure of contentInstances resource {Ed. ex: Figure 9.16}
Resource <contentInstance>
The contentInstance resource represents a data instance in the container. The content of the instance is opaque to the M2M platform and it might even be encrypted. However, there is meta-data associated with an instance which shall be accessible.
Contrary to other resources, the <contentInstance> resource cannot be modified once created, regardless of the accessRightID associated with the parent resource. An instance may be deleted explicitly or it may be deleted by the platform based on policies. If the platform has policies for the instance retention these shall be represented by the attributes maxByteSize, maxNrOfInstances and/or maxInstanceAge on the <container> resource. If multiple policies are in effect, the strictest policy shall apply.
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Fig. B.13: Structure of <contentInstance> resource {Ed. ex: Figure 9.17}
{Editors Note:	V0.0.2 end Annex B new text}



Annex C
TIA TR-50 Architecture Information (Informative)
{Editors Note:	V0.0.2 all Annex C text is new}
{Editors Note:	The following text is derived from the input contribution summarizing the TIA TR-50 Architecture;
oneM2M-REQ-2012-0042R02-Initial_architecture_Introduction,_TIA_TR-50.DOC.  
It is anticipated that material from this Annex will be extracted into Section 9 “M2M Architecture Description – TIA”}
{Editors Note:	The structure and content of contributed material remaining in the Annex upon completion of the main document Sections, is for further discussion.}
C.1	TIA TR-50 Functional architecture
This section provides a snap-shot of the TIA TR-50 M2M Smart Device Communication System Architecture, and a description of the reference points. The detailed Architecture descriptions can be found in TIA PN-4940.005.  
{Editor’s Note: For reference to copies of TIA-4940.005 please see 
oneM2M-TP-2012-0021R01-Liaison_Statement_from_TIA_TR-50 for details.}
Terms and Definitions:
· AAA-SD: provide authentication, authorization and accounting services to other entities in the network to establish and enforce security policies. The services may include generation of keys, generation and validation of certificates, validation of signatures, etc. (Note: This term was intended to be used as “AAA for Smart Devices”. The scope was, indeed, may be broader than the AAA, which has been commonly used in the wireless network. The term was left unchanged as TR-50 has not officially defined this entity although a report on “Threat Analysis” has been developed (TIA PN-4940) as the first step for this work.)   
· Home Application: The home application is a logical entity that is responsible for the business logic, either directly or via supervision and interaction with node applications and PoA applications and with PoA devices. 
· Node Application: The node application is a logical entity that acts as an intermediary between the home application and the PoA application and between the home application and the PoA device. The node application interacts with home application, other node applications, PoA application or PoA device, and may perform functions such as a data aggregation, storage, load balancing, etc. 
· PoA Application: PoA application is a logical entity that provides resources to node or home applications or to other PoA applications. The PoA application interacts with home, node, other PoA applications or with PoA devices. The PoA application may perform functions such as autonomous reporting of values reported by devices, monitoring for values reported by devices that exceed specified limits, trend analysis of values reported by devices, etc. 
· Container: The container is a logical entity that provides services to the applications that operate within it, and enforce security policies.
Abbreviations:
· AAA-SD	AAA of Smart Device
· API	Application Programming Interface
· PoA	Point of Attachment
C.1.1	TIA TR-50 M2M Smart Device Communications System Architecture
C.1.1.1	Functions and reference points
The TR-50 System Architecture pertains to the access agnostic monitoring and bi-directional communication of events and information between smart devices and other devices, applications or networks. Layers in the protocol stack at and below the transport layer are assumed to exist (including but not limited to TCP/IP, UDP/IP, HTTP, HTTPS, DHCP, Diff-Serv, MPLS, XMPP) and their descriptions are beyond the scope of this document. 
To maintain a consistent interface to the transport layers (over fixed-point wireless, over wireless local area network, over digital subscriber line, etc.) a convergence layer is introduced into the protocol stack, as illustrated in Figure 1. (The dotted lines in the node indicate optional capability.)
PoA, node and server are considered above the access networks.


Fig. C.1: TR-50 Conceptual Protocol Stack {Ed. ex: Figure 1}
The following Figure depicts the high level system architecture for the TIA TR-50 M2M Smart Device Communication.


Fig. C.2: TR-50 High Level System Architecture {Ed. ex: Figure 2}
The high level system architecture shown above may be described as a distributed cooperative computing system. The container provides services to the application(s) that operate within it, and enforce security policies. 
In Figure 2, some containers are labeled, PoA container, node container and server container. The labels are for ease of reference and imply some level of logical grouping. 
Some containers are not labeled implying that the entities within them can operate in any convenient appropriate container.
C.2	Overview
C.2.1	Reference Architecture Diagram
The following Figure depicts the TR-50 reference architecture diagram, showing functional elements, and the interconnection reference points. Light blue boxes represent containers while light yellow boxes represent applications and/or devices.


Fig. C.3: Reference architecture {Ed. ex: Figure 3}
C.2.2	Functional Elements
AAA-SD
· A container that hosts an entity or entities that provide authentication, authorization and accounting services and interact with the admin entities in other containers in establishing and enforcing security policies.
home application
· The home application is responsible for the business logic, either directly or via supervision and interaction with node and PoA applications and with PoA devices. 
node application
· The node application acts as an intermediary between the home application and the PoA application and between the home application and the PoA device. It interacts with home application, PoA application, and PoA device, and may perform functions such as data aggregation, and load balancing.
PoA application 
· PoA application provides resources to node application, home applications or to other PoA applications. PoA applications interact with home application, node applications, PoA applications and with PoA devices, and may perform functions such as autonomous reporting of values reported by devices, monitoring for values reported by devices that exceed specified limits, trend analysis of values reported by devices, etc.
PoA applications may be instances of a standardized class to facilitate their invocation by, for example, specifying parameters for their operation. For the purposes of illustration, consider the following:
· stream:	an instance to this class autonomously reads data from a specified source and streams it to a specified target according to some specified criteria.
· average:	an instance to this class autonomously reads data from a specified source, computes the average according to some specified criteria, and reports the result to a specified target according to some specified criteria.
· limit:	an instance to this class autonomously reads data from a specified source, compares the data with some specified limits, and reports to a specified target if the limits are exceeded.
· trend:	an instance to this class autonomously reads data from a specified source, computes the trend according to some specified criteria, and reports to a specified target if the computed trend exceeded some specified criteria.
PoA device 
A PoA device is a resource that represents a physical device. The means by which physical devices are interfaced are outside the scope of this document. The combination of services provided by the PoA container and the software that implements a PoA device are responsible for whatever conversion is necessary to represent the physical device as a standardized resource.
C.2.3	Reference Points
A1:	provides for interaction between the AAA-SD container and the home application.
A2:	provides for interaction between the AAA-SD container and the node application.
A3:	provides for interaction between the AAA-SD container and the PoA application.
A3’:	provides for interaction between the AAA-SD container and the PoA device.
· The realization of A3 and A3’ may be identical.
· The realization of A1, A2, A3 and A3’ may be identical.
B1:	provides for interaction between the home application and a node application, including bi-directional communication of control information, events and data.
B2:	provides for interaction between a PoA application and the home application, including bi-directional communication of control information, events and data.
B2’:	provides for interaction between a PoA device and the home application, including bi-directional communication of control information, events and data.
· The realization of B2 and B2’ may be identical.
B3:	provides for interaction between a PoA application and a node application, including bi-directional communication of control information, events and data.
B3’:	provides for interaction between a PoA device and a node application, including bi-directional communication of control information, events and data.
· The realization of B3 and B3’ may be identical.
B4:	provides for interaction between the different node applications, possibly in different containers, including bi-directional communication of control information, events and data.
· The realization of B1 and B4 may be identical.
B5:	provides for interaction between the different PoA applications, possibly in different containers, including bi-directional communication of control information, events and data.
B5’:	provides for interaction between the different PoA devices, possibly in different containers, including bi-directional communication of control information, events and data.
· The realization of B5 and B5’ may be identical.
· The realization of B2, B2’, B3, and B3’ may be identical.
B6:	provides for interaction between the home applications and a node container, including bi-directional communication of control information, events and data.
B7:	provides for interaction between the home application and a PoA container, including bi-directional communication of control information, events and data.
B8:	provides for interaction between node applications and a PoA container, including bi-directional communication of control information, events and data.
B9:	provides for interaction between a PoA application and a PoA device, including bi-directional communication of control information, events and data.
C.3	Security Considerations
TR-50 has started exploiting possible threats and the need for further standardization for AAA-SD.  TIA will publish a Technical System Bulletin (TSB), PN-4940 “Security Aspects”, to provide threat analysis.
TR-50 architecture currently relies on Transport Layer Security (TLS) to provide the communication security over internet
{Editors Note:	V0.0.2 end Annex C new text}
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