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1 Introduction

This contribution proposes a new transportation use case Smart Automatic Driving in TR-0001 section 11. 
--------------------- Start of proposed modified text -------------------
11.x Smart Automatic Driving
11.x.1  Description

An attention to an automatic driving is increasing. An automatic driving technology normally superimposes dynamic information gathered by car-mounted sensors and/or cameras on a static high-definition map. It makes possible to calculate the way which is appropriate for the vehicle to take.

Because an automatic driving vehicle gathers dynamic surrounding circumstances by sensors and/or cameras, the coverage of the vehicle’s perception is normally almost a few hundreds of meters. Therefore, the automatic driving vehicle is forced to make a sharp lane change, a sudden stop or a return of its control to a driver at the worst in a case of unusual state such as a crash, a road work or a dropping on the road. 

In order to make a smooth lane change, a gradual slow down or a fully prepared return of its control to a driver even in such unusual states, the system which can collect current road conditions and feedback credible information to relevant vehicles is required. The information can be used by each vehicle to calculate the driving way such as a lane, path or speed.

11.x.2  Source 

Hitachi, Ltd.
11.x.3  Actors 

· Vehicle Driving Support Centre:
It distributes high-definition maps to vehicles supporting an automatic driving. Furthermore, it collects unusual states from vehicles on the road, validates its credibility and feeds back credible information to relevant vehicles.

· OneM2M System:
It connects between the vehicle driving support centre and vehicles.
· Vehicles:
The automatic driving vehicles have multiple on-board sensors and cameras for the automatic driving which superimposes dynamic information gathered by the sensors and/or cameras on a static high-definition map distributed by the vehicle driving support centre. Furthermore, the automatic driving vehicles use unusual states information from the centre to calculate the driving way such as a lane, path or speed.
11.x.4  Pre-conditions 

1. Some vehicles support an automatic driving. 

2.  The automatic driving vehicles have a mobile communication module and a function to notice their own location and on-board camera image to the vehicle driving support centre. 
11.x.5  Triggers 

The automatic vehicles report occurrence of an unusual state such as a crash, a road work or a dropping on the road.

11.x.6  Normal Flow 

1. The automatic driving vehicles reaching the location where the unusual state occurs detect the state by on-board sensors and cameras. As a result, the vehicles change a lane, slow down, stop or return the control to the driver, which become sudden operations depending on those situations. Additionally, the vehicles report the unusual state to the vehicle driving support centre. The state is reported as on-board camera image with additional information such as current time and locations of the vehicle.

2. The centre receiving those reports identifies the location where the unusual state occurs, compares the reports which seem to be sent from same location and validates its credibility.

3. The centre notices the unusual state to the vehicles which are reaching the location of the unusual state after finishing the credibility validation. The notice is protected by an appropriate way such as digital signature, because this information is used for each vehicle to calculate the way of the automatic driving.

4. The automatic driving vehicles receiving the notice from the centre make a smooth lane change, a gradual slow down or a fully prepared return of its control to the driver before reaching the location of the unusual state.
11.x.7  Alternative flow 
None.


11.x.8  Post-conditions 

None.
11.x.9  High Level Illustration
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Figure 10‑2 High Level Illustration of smart automatic driving

11.x.10 Potential requirements 

1. OneM2M System shall be able to send the information to intended vehicles by unicast, multicast and/or broadcast.

2. OneM2M System shall be able to securely transfer the information by using an appropriate way such as digital signature.

3. OneM2M System shall be able to transfer the information on real-time basis for feeding back current road states to automatic driving control. The feedback time should be less than a few seconds (the distance between vehicles is normally worth of a few seconds) to avoid unnecessary speed down/stop of following vehicles.

4. OneM2M system shall be able to guarantee its reliability in order to receive/feedback massages from/to related vehicles.
--------------------- End of proposed modified text ---------------------
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