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Introduction
This CR is add new function of multicast group fan out procedure.
R03: Add new multicast fan out procedure for group hosting CSE and member hosting CSE , the responseType of multicast fan out request should be absent and delete the special process for the responseType .
-----------------------Start of change 1-------------------------------------------
7.4.14 Resource Type <fanOutPoint>

7.4.14.1 Introduction

The <fanOutPoint> resource is a virtual resource because it does not have a representation. It is the child resource of a <group> resource. Whenever the request is sent to the <fanOutPoint> resource, the request is fanned out to each of the members of the <group> resource indicated by the memberIDs attribute of the <group> resource. The responses (to the request) from each member are then aggregated and returned to the Originator. The detailed description can be found in clause 9.6.14 in TS-0001 [6].

There are no common attributes, resource specific attributes or xsd file to <fanOutPoint> resource because it is a virtual resource.

A <fanOutPoint> is addressed in the following way:

· Using a hierarchical URI formed by taking the structured or unstructured resource identifier of the parent <group> and appending the string /fopt to that URI.
This hierarchical URI can be extended by appending further path elements beyond the place where / fopt/ occurs. A request sent to such a URI is not fanned out to the group members, but instead it is fanned out to the resources located by taking the hierarchical URI of each group member in turn and then appending the additional path elements to that URI.

For example, if /IN-CSE-0001/myGroup were a group with members 
· /IN-CSE-0001/m1 and 

· /IN-CSE-0001/m2 

then a request sent to /IN-CSE-0001/myGroup/fopt/x/y would be fanned out to

· /IN-CSE-0001/m1/x/y and 

· /IN-CSE-0001/m2/x/y

The additional path elements can reference virtual resources, for example if m1 and m2 were both <container> resources then a request sent to /IN-CSE-0001/myGroup/fopt/la would be fanned out to the most recent <contentInstance> child resource of both m1 and m2.

If the members m1 and m2 are themselves also <group> resources, a request sent to /IN-CSE-0001/myGroup/fop will be fanned out to all the members of m1 and all members of m2.

7.4.14.2 <fanOutPoint> operations

7.4.14.2.1 Validate the type of resource to be created

If this is a CREATE request and the memberType attribute of the addressed parent group resource is not "MIXED", the group Hosting CSE may check whether the type of resource to be created is a valid and compatible child resource type of the group members. If they are not consistent, the request shall be rejected with a Response Status Code indicating "INVALID_CHILD_RESOURCE_TYPE" error.
7.4.14.2.2 Sub-group creation for members residing on the same CSE

The group hosting CSE shall obtain URIs of addressed resources from the attribute memberIDs of the parent <group> resource. The group hosting CSE may determine that multiple member resources belong to the same remote member hosting CSE, and may perform as an Originator to request to create a sub-group containing the specific multiple member resources in that member hosting CSE. This sub-group is created in the member hosting CSE as described in clause 7.4.13.2.1. The To parameter of this group Create request shall be <memberHosting cseBase>/<groupHosting remoteCse>/ or <memberHosting cseBase>/. The group hosting CSE shall also provide From parameter (i.e. group hosting CSE) and sub-group resource representation that contains a memberIDs attribute with all the members residing on the addressed member Hosting CSE. The sub-group representation may include the attribute accessControlPolicyIDs, so that both the group hosting CSE and all permissions of the original group apply to this sub-group. The ID of the sub-group may be proposed by the group hosting CSE and accepted by the member hosting CSE or it may be given by the member hosting CSE.
If there is already a sub-group resource defined in the remote member hosting CSE, then the group hosting CSE may utilize the existing sub-group resource.
7.4.14.2.3 Assign URI for aggregation of notification

If the request is to create a <subscription> resource, the group hosting CSE shall validate the request to check whether it contains a notificationForwardingURI attribute or not. If it does not, the group hosting CSE shall forward it to the group members. If it does, the group hosting CSE shall assign a new URI to the notificationURI attribute of the <subscription> in the requests before forwarding it to the group members. This new URI shall address the group hosting CSE so that it can receive and aggregate Notifications from those subscriptions.

7.4.14.2.4 Fanout Request to each member

If the parent group has no members, the group hosting CSE shall reject the request with the Response Status Code indicating "NO_MEMBERS".
 If the request contains a Group Request Target Members parameter, and if any of the memberIDs in this parameter is not present in  original memberIDs list of group or any of the memberIDs list of sub-groups of the original group then the request shall be rejected with BAD_REQUEST Response Status Code else the group hosting CSE shall fanout the request to members contained in this parameter only.
The group Hosting CSE shall perform the following steps for each member:
a)
The primitive parameters From and To shall be mapped to the primitive parameters of the corresponding Request to be sent out to each member of the group. The primitive parameter From shall be directly used. The primitive parameter To (i.e. <URI of group resource>/fopt) shall be replaced by resource identifiers present in the memberIDs attribute of the group resource. Any additional relative address that was appended to .../fopt in the original Request shall be appended to each To URI. The group hosting CSE shall execute "Compose Request primitives". In addition, the group hosting CSE shall generate a unique group request identifier, add it as a primitive parameter to the Request and locally store the group request identifier as per the local policy.

b)
"Send the Request to the receiver CSE".

c)
"Wait for Response primitives".

The procedures between group hosting CSE and member hosting CSEs shall comply with the corresponding creation procedures as described in clause 7. The detailed procedures are according to the type of Resource provided in the Request primitive. During fanOutPoint manipulation, the member hosting CSE receiving a Request send from the group hosting CSE shall check if the Request contains a Group Request Identifier parameter. If the Request contains a Group Request Identifier parameter, the member hosting CSE shall compare the Group Request Identifier parameter to the Group Request Identifier locally stored. If a match is found, the member hosting CSE shall reject the request with the Response Status Code indicating "GROUP_REQUEST_IDENTIFIER_EXISTS" error in the Response primitive. Otherwise, the member hosting CSE shall continue with the operations according to the Request and locally store the Group Request Identifier parameter.

7.4.14.2.5 Aggregation of member responses


After receiving the member responses from the member hosting CSEs, the group hosting CSE shall respond to the Originator with an aggregated response. To indicate which response is generated by which member resource, the Hosting CSE shall add member resource ID, which is corresponding to the response, into From response parameter in each member response.

If the group Hosting CSE gets no response before the Result Expiration Timestamp expiry, then the Hosting CSE shall return error with the Response Status Code parameter set as "GROUP_MEMBERS_NOT_RESPONDED".

If Response Type, Result Expiration Time or Result Persistence were set in the request, these affect the behaviour of the group hosting CSE as follows:

If Response Type is set to blockingRequest, the group hosting CSE shall respond only once with the aggregated response. It shall do this before the time indicated by the Result Expiration Time is reached. The group hosting CSE shall discard any member responses received after this time.

If Response Type is set to nonBlockingRequestSynch, the group hosting CSE shall create a <request> resource locally and respond the Originator with the address of this <request> resource. Until the Result Expirtation Time is reached, the group hosting CSE shall aggregate the member responses and include this aggregated response in the operationResult of the <request> resource. 
If Response Type is set to nonBlockingRequestAsynch, the group hosting CSE shall notify the Originator or the notification targets with aggregated responses before the Result Expiration Time expires. The group hosting CSE may notify the Originator more than once during the period until the Result Expiration Time expires. Each notification shall contain different member responses.
If Response Type is set to flexBlocking, the group hosting CSE shall keep aggregating the member responses until the group hosting CSE determines that it is time to send a response – this depends on the properties of the group hosting CSE related to the <group> resource (the number of aggregated responses or the time period of the aggregation). By that time, if the aggregated response contains all the member responses, the group hosting CSE shall respond with the aggregated response. However if only some of the member responses have been received , the group hosting CSE shall create a <request> resource from the received request, and respond to the Originator with the reference to the created <request> resource as well as the currently aggregated responses. Until the time specified in Result Expiration Time is reached, the group hosting CSE shall keep aggregating the remaining member responses and updating the aggregated response in the operationResult of the <request> resource. If notificationTarget is provided in the request, the group hosting CSE shall notify the Originator with the aggregated response. Each notification shall contain different member responses.

If the group hosting CSE supports <request> resource, in the nonBlockingRequestAsynch, nonBlockingSynch and flexBlocking case, it shall set the requestStatus of the <request> resource to PARTIALLY_COMPLETED if some of the member responses are received. If the group hosting CSE has aggregated all the member responses, it shall set the operationResult to COMPLETED.

In any of the cases above, member responses received after the Result Expiration Time shall be discarded. After the time specified in Result Persistence, the aggregated response shall not be retrievable.
If any of the parameter mentioned above are missing from the request, the group hosting CSE shall determine the time to respond using its local Policy.
7.4.14.2.6 Multicast fan out procedure

The Group Hosting CSE shall perform the following steps. The procedure refers to clause10.2.7.13.2 of TS-0001[6] for details. 
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Figure 7.4.14.6‑1: Generic procedure of Group Hosting CSE
GrphostCSE-1.0 “Compose of  a Request  primitive”: The Group Hosting CSE shall prepare the primitive parameters according to the Multicast Group Information: To shall be multicastGroupFanoutTarget, Request Expiration Timestamp shall be Request Expiration Timestamp in the request from the Originator. If the Request Expiration Timestamp was not set in the request, Request Expiration Timestamp shall be set as the responseTimeWindow according to the local policy. The Response Type shall not be included in the request primitive.

GrphostCSE-2.0 “Send a Request primitive to the Member Hosting CSE by multicast”: The roup Hosting CSE shall check the multicastType in the Multicast Group Information: if the multicastType is MBMS, 3GPP MBMS fanout procedure, refer to 7.4.14.2.7; if the multicastType is IP, send the Request to the multicastAddress in the Multicast Group Information.
GrphostCSE-2.1 “Fanout Request to each member”: The Group Hosting CSE shall perform Fanout Request to each member, refer to 7.4.14.2.4.. 
GrphostCSE-3.0 “Wait for Response primitive”: When receiving the member responses from the multicast group member hosting CSEs before the Request Expiration Timestamp expiry, the group hosting CSE shall get the Request Identifier and From to match the multicast fan out request: if the Request Identifier is the same as the parameter in the request, and the From is the same as the member Hosting CSE ID of the multicast group, the group hosting CSE shall accept the response of multicast fan out.
The member Hosting CSE shall perform primitive specific operation:
 SHAPE  \* MERGEFORMAT 



Figure 7.4.14.6‑2: Generic procedure of Member Hosting CSE
MemhostCSE-1.0 “Check the validity of received request primitive”: The Member Hosting CSE shall check the To primitive parameter in the request from the multicastAddress which it joined, compare the To with all the multicastGroupFanoutTarget of the <localMulticastGroup> resources to get the memberList.  If there is no match result, the Member Hosting CSE shall return an error response with Response Status Code indicating " NOT_FOUND"; if there is match result, the Member Hosting CSE shall replace the primitive parameter To by resource identifiers present in the memberList attribute of the local multicast group resource. 
MemhostCSE-2.0: Resource handling procedures: Please refer to Figure 7.2.2.2‑2 for details. 

MemhostCSE-3.0 “Send Response Primitive”: The Member Hosting shall aggregate the operation results if there are multiple member IDs hosted on the same Member Hosting CSE, set the To primitive parameter as the value of responseTarget of the resource <localMulticastGroup> if the responseTarget exists. Set the From primitive parameter as the value of CSE-ID of the member Hosting CSE, and wait a randomized time that is less than the value of the responseTimeWindow of the resource <localMulticastGroup> if responseTimeWindow exists.

7.4.14.2.7 3GPP MBMS fan out procedure

The procedure is specified in the clause 7.7.3.2 in TS-0026 [43].

1) The Group Hosting CSE shall check the TMGIExpiration in the Multicast Group Information: if the TMGIExpiration expires, the Group Hosting CSE shall execute the following steps in order.
a) Send 3GPP Allocate TMGI Request [51] to the groupServiceServerAddress over Mcn reference point. 
b) Receive the corresponding response from 3GPP network: if the procedure is successfully complete, the Group Hosting CSE shall get the TMGI and TMGIExpiration from the response. Then go to 2). If the procedure is failed, the Group Hosting CSE shall perform Fanout Request to each member in the Multicast Group Information, refer to clause 7.4.14.2.4.
2) If the TMGIExpiration does not expire, the Group Hosting CSE shall execute the following steps in order.
a) Check the existing <schedule> child resources for all the Member Hosting CSE <Node> resources. If there is no time intersection of the existing <schedule>s, then return an error response with Response Status Code indicating “EXTERNAL_OBJECT_NOT_REACHABLE” to the originator after which the procedure is terminated. If there is the time intersection, the Group Hosting CSE shall check if the Operation Execution Time or Request Expiration Timestamp is in the scope of the intersection when Operation Execution Time or Request Expiration Timestamp is included in the request, If Operation Execution Time is not in the scope of the intersection, the Group Hosting CSE shall return an error with Response Status Code indicating “EXTERNAL_OBJECT_NOT_REACHABLE_BEFORE_RQET_TIMEOUT” after which the procedure is terminated.  If Request Expiration Timestamp is not in the scope of the intersection, the Group Hosting CSE shall return an error with Response Status Code indicating ” EXTERNAL_OBJECT_NOT_REACHABLE_BEFORE_OET_TIMEOUT” after which the procedure is terminated. Otherwise, go to b)

b) Send 3GPP Group Message Delivery via MBMS [51] to the groupServiceServerAddress in the Multicast Group Information over Mcn reference point.  
c) Receive the corresponding response from 3GPP network: if the procedure is failed or the parameter in the result indicates the delivery of some members failed, the Group Hosting CSE shall perform Fanout Request to each failed member, refer to clause 7.4.14.2.4.
7.4.14.3 <fanOutPoint> resource specific procedure on CRUD operations 

7.4.14.3.1 Introduction

This sub-clause describes <fanOutPoint> resource specific behaviour for CRUD operations.

7.4.14.3.2 Create

A Create operation sent to a <fanOutPoint> is fanned out to the members (if any) of the parent <group>. It is equivalent to sending a Create to each member and therefore results in new resources being created as children of these existing members. 

If the Create is sent to a hierarchical URI containing a fanOutPoint and an additional path relative to that fanOutPoint then the new resources are not created as immediate children of the members, rather they are created as children of descendents of those members (as determined by the relative path).

Originator:

Primitive specific operation after Orig-1.0 "Compose Request primitive" and before Orig-2.0 "Send the Request to the receiver CSE": In the case the Originator wants to subscribe to all the member resources of the group and the originator wants the group hosting CSE to aggregate all the notifications come from its member hosting CSEs, the Originator shall include notificationForwardingURI attribute in the <subscription> resource.
If the Response Status Code in individual responses are other than CREATED then the Originator may issue a new CREATE request to the group Hosting CSE with Group Request Target Members parameter set in request containing list of members for which CREATE has failed.
Receiver:

Primitive specific operation after Recv-6.2 "Check existence of the addressed resource" and before Recv-6.3 "Check authorization of the Originator".

Primitive specific operation additional to Recv-6.3 "Check authorization of the Originator": The Group Hosting CSE shall check the authorization of the Originator based on the membersAccessControlPolicyIDs of the parent <group> resource. In the case the membersAccessControlPolicyIDs is not provided, the accessControlPolicyIDs of the parent <group> resource shall be used.

Primitive specific operation to replace Recv-6.5"Create/Update/Retrieve/Delete/Notify operation is performed" and Recv-6.6"Announce/De-announce the resource" in the generic procedure:

1) Validate the type of resource to be created, refer to clause 7.4.14.2.1.
2) If the members are not in the Multicast Group Information locally, then perform Sub-group creation for members residing on the same CSE, refer to clause 7.4.14.2.2.

3) Assign URI for aggregation of notification, refer to clause 7.4.14.2.3.

4) If there is Multicast Group Information locally, the receiver shall perform the Multicast fan out procedure, refer to clause 7.4.14.2.6.  For the members which are not in the multicast group, the receiver shall perform Fanout Request to each member, refer to clause 7.4.14.2.4.
5) Aggregation of member responses, refer to clause 7.4.14.2.5.

7.4.14.3.3 Retrieve

Originator:

No primitive specific operations.
If the Response Status Code in individual responses is other than OK then the Originator may issue a new RETRIEVE request to the group Hosting CSE with Group Request Target Members parameter set in request containing list of members for which RETRIEVE has failed.

Receiver:
Primitive specific operation after Recv-6.2 "Check existence of the addressed resource" and before Recv-6.3 "Check authorization of the Originator".

Primitive specific operation additional to Recv-6.3 "Check authorization of the Originator": The Group Hosting CSE shall check the authorization of the Originator based on the membersAccessControlPolicyIDs of the parent group resource. In the case the membersAccessControlPolicyIDs is not provided, the accessControlPolicyIDs of the parent group resource shall be used.

Primitive specific operation to replace Recv-6.5"Create/Update/Retrieve/Delete/Notify operation is performed" and Recv-6.6 "Announce/De-announce the resource" in the generic procedure:

1) If the members are not in the Multicast Group Information locally, then perform Sub-group creation for members residing on the same CSE, refer to 7.4.14.2.2.
2) If there is Multicast Group Information locally, the receiver shall perform the Multicast fan out procedure, refer to clause 7.4.14.2.6.  For the members which are not in the multicast group, the receiver shall perform Fanout Request to each member, refer to 7.4.14.2.4.
3) Aggregation of member responses, refer to clause 7.4.14.2.5.
7.4.14.3.4 Update

Originator:

No primitive specific operations.
If the Response Status Code in individual responses is other than UPDATED then the Originator may issue a new UPDATE request to the group Hosting CSE with Group Request Target Members parameter set in request containing list of members for which UPDATE has failed.
Receiver:

Primitive specific operation after Recv-6.2 "Check existence of the addressed resource" and before Recv-6.3 "Check authorization of the Originator".

Primitive specific operation additional to Recv-6.3 "Check authorization of the Originator": The Group Hosting CSE shall check the authorization of the Originator based on the membersAccessControlPolicyIDs of the parent group resource. In the case the membersAccessControlPolicyIDs is not provided, the accessControlPolicyIDs of the parent group resource shall be used.

Primitive specific operation to replace Recv-6.5 "Create/Update/Retrieve/Delete/Notify operation is performed" and Recv-6.6"Announce/De-announce the resource" in the generic procedure:
1) If the members are not in the Multicast Group Information locally, then perform Sub-group creation for members residing on the same CSE, refer to 7.4.14.2.2.
2) If there is Multicast Group Information locally, the receiver shall perform the Multicast fan out procedure, refer to clause 7.4.14.2.6.  For the members which are not in the multicast group, the receiver shall perform Fanout Request to each member. See Clause 7.4.14.2.4.

3) Aggregation of member responses, refer to clause 7.4.14.2.5.

7.4.14.3.5 Delete

The primitive deletes the member resources and their child resources belonging to an existing <group> resource.

Originator:

No primitive specific operations.
If the Response Status Code in individual responses is other than DELETED then the Originator may issue a new DELETE request to the group Hosting CSE with Group Request Target Members parameter set in request containing list of members for which DELETE has failed.
Receiver:

Primitive specific operation after Recv-6.2 "Check existence of the addressed resource" and Recv-6.3 "Check authorization of the Originator": The To parameter consists of the URI of the group resource plus a suffix consisting of /fanOutPoint or /fanOutPoint/plus any additional appended relative address.

Primitive specific operation additional to Recv-6.3 "Check authorization of the Originator": The Group Hosting CSE shall check the authorization of the Originator based on the membersAccessControlPolicyIDs of the parent group resource. In the case the membersAccessControlPolicyIDs is not provided, the accessControlPolicyIDs of the parent group resource shall be used.

Primitive specific operation to replace Recv-6.5"Create/Update/Retrieve/Delete/Notify operation is performed" and Recv-6.6"Announce/De-announce the resource" in the generic procedure:
1) If the members are not in the Multicast Group Information locally, then perform Sub-group creation for members residing on the same CSE , refer to 7.4.14.2.2
2) If there is Multicast Group Information locally, the receiver shall perform the Multicast fan out procedure, refer to clause 7.4.14.2.6.  For the members which are not in the multicast group, the receiver shall perform Fanout Request to each member. See Clause 7.4.14.2.4
3) Aggregation of member responses, refer to clause 7.4.14.2.5.

A Delete operation targeting a <fanOutPoint> does not remove members from the parent <group>.
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