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Introduction

This contribution addresses Solution X for the Key Issue X on Edge/Fog Computing with Underlying Network information in TR-0052.
---------------------- Start of change 1-------------------------------------------

9 Proposed Solutions 

Editor’s Note: The section provides solutions to the Key Issues identified for employing Edge and Fog technologies in oneM2M. 
8.2   Solution X: Loosely coupled Edge/Fog Computing with 3GPP T8 API
Editor’s Note: Each Solution section references one or more Key Issues that it addresses and provides a brief solution description.
8.2.1 Solution Applicability

Editor’s Note: The Solution Applicability states which Key Issues are addressed by the solution.

This solution addresses Key Issue X.

8.2.2 Solution Description

Editor’s Note: This section provides a concise description of the solution which provides enough detail for further stage 2 development.
8.2.2.1 Introduction

This solution addresses loosely coupled Edge/Fog computing with 3GPP T8 API via an IN-CSE. The solution assumes that T8 interface is exposed only to the IN-CSE. The purpose of this solution is to provide a means for an oneM2M Fog Node (MN-CSE) to inform the 3GPP Underlying Network of parameters that can be used for optimizing the data traffic over the Underlying Network for a set of Field Domain Nodes hosted on UEs. As a result, oneM2M System can avoid the need for the IN-CSE to process data for the Field Domain Nodes. Figure 9.2.2.1-1 illustrates the high-level illustration for the loosely coupled Edge/Fog computing with 3GPP T8 API. The Fog Node retrieves the underlining network information in a particular area from a SCEF via the IN-CSE and adjusts data processing/transfer for the Field Domain Nodes.
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Figure 9.2.2.1-1: High-level illustration - Loosely coupled Edge/Fog computing with 3GPP T8 API
8.2.2.2 Solution procedures
The clause introduces the procedures for the loosely coupled Edge/Fog computing with following 3GPP T8 APIs.
· Network Status Reports API

· Monitoring Event API (Monitoring Type: Number of UEs in an Area)
· Background Data Transfer API
Editor’s Note: The procedures for Monitoring Even API (Number of UEs in an area) are currently FFS in WI-0058 3GPP interworking. So, some procedures and attributes may be updated.

8.2.2.2.1 Procedures for Network Status Reports and Monitoring Event (Number of UEs in an area)
Figure 9.2.2.2.1-1 shows the solution procedures for loosely coupled Edge/Fog computing with Network Status Reports API and Monitoring Event API (Number of UEs in an area). We propose a new resource <networkStatusInfo> for retrieving Underlying Network information with a MN-CSE (Fog Node). The Edge/Fog Computing related procedures are Step 1, Step 2, Step 4 and Step 5 in the figure.
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Figure 9.2.2.2.1-1: Procedures for loosely coupled Edge/Fog computing with Network Status Reports and Monitoring Event (Number of UEs in an area)
Pre-conditions:

There is a relationship in place between the Service Provider and MNO allowing the MN-CSE (Fog Node) to request 3GPP T8 API information from the 3GPP Underlying Network. The method for establishing this relationship is outside the scope of the present document.
The MN-CSE (Fog Node) is configured with system defaults for the following. The method for configuring these system defaults is outside the scope of the present document.

•
The specified actions to take based on the severity of each congestion level.

•
The network congestion levels to receive reports 

•
The severity of each specified congestion level

•
The specified actions to generate the network congestion levels based on the number of UEs in an area.
An ASN/MN-CSE or ADN-AE registers with the MN-CSE and configures the M2M-Ext-ID attribute of its <remoteCSE> or <AE> resource. The MN-CSE (Fog Node) examines the M2M-Ext-ID and recognizes that it is associated with an MNO that it has a relationship with.
If the MN-CSE (Fog Node) uses External Group Identifier as described in 3GPP TS29.122 [i.18], an ASN/MN-CSE registers with the MN-CSE (Fog Node) and configures the externalGroupID of its <remoteCSE> resource. The MN-CSE (Fog Node) examines the externalGroupID and recognizes that it is associated with an MNO that it has a relationship with.
The MN-CSE (Fog Node) is able to detect the location of its registree ASN/MN-CSEs and/or ADN-AEs. For example, a <locationPolicy> may be associated with a registree CSE for which the CMDH policies apply and are used by the MN-CSE (Fog Node) to detect locations of each ASN/MN-CSE or ADN-AE.

The ADN-AE’s or the ASN/MN-CSE’s <node> resource hosted on the MN-CSE (Fog Node) has a child <schedule> resource and the MN-CSE (Fog Node) has permissions to update it. The ADN-AE or the ASN/MN-CSE has a <subscription> for its <schedule> resource and when it receives a notification from the MN-CSE (Fog Node), it updates its communication schedule accordingly.
Step 1: The MN-CSE (Fog Node) sends 3GPP T8 API information Request
The MN-CSE (Fog Node) requests the IN-CSE to communicate with a SCEF in the Underlying Network, to retrieve 3GPP T8 API information, by creating a <networkStatusInfo> resource which includes following attributes as described in clause 9.2.2.3.
· M2M-apiType will be set to the 3GPP T8 API type (e.g. Network Status Reports API) as described in 3GPP TS29.122 [i.32].
· M2M-locationArea will be set to the same value of locationArea/locationArea5G as described in 3GPP TS29.122 [i.32].
· M2M-supportedFeatures will be set to the same value of supportedFeatures as described in 3GPP TS29.122 [i.32].
· M2M-notificationDestination will be set to the same value of notificationDestination as described in 3GPP TS29.122 [i.32].
· M2M-monitorExpireTime will be optionally set to the monitorExpireTime as described in 3GPP TS29.122 [i.32].
· M2M-nsiValues, M2M-nsiTypes and M2M-timeDuration will be set to the same value of thresholdValues, thresholdTypes and timeDuration respectively as described in 3GPP TS29.122 [i.32] if the M2M-apiType indicates Network Status Reports API.
· M2M-locationType will be set to the same value of locationType as described in 3GPP TS29.122 [i.32] if the M2M-apiType indicates Monitoring Event (Number of UEs in an area).
· M2M-Ext-Group-ID will be set to the same value of externalGroupId as described in 3GPP TS29.122 [i.32] if the M2M-apiType indicates Monitoring Event API (Monitoring Type: Number of UEs in an Area) and the N-CSE uses External Group Identifier as described in 3GPP TS29.122 [i.32].

Step 2: The IN-CSE handles the 3GPP T8 API information
If the IN-CSE has received the request from the MN-CSE (Fog Node) to create the <networkStatusInfo> resource, the IN-CSE checks if the request is valid. Then the IN-CSE maps the attributes of the <networkStatusInfo> resource to the attributes of the 3GPP T8 API and sets the fixed parameters with the corresponding API type (e.g. URI) as described in TS-0026 [i.34]. The IN-CSE also selects the SCEF based on the location areas that were identified in the M2M-locationArea attribute of the <networkStatusInfo> resource. The exact selection methods are outside the scope of this document.
Step 3a: Procedures for Network Status Reports
Step 3a is applicable, if the apiType of the <networkStatusInfo> is set to Network Status Reports API. See clause 7.8 of TS-0026 [i.34] for further details on the procedure. 
Step 3b: Procedures for Monitoring Event (Number of UEs in an area)

Step 3b is applicable, if the apiType of the <networkStatusInfo> is set to Monitoring Event (Number of UEs in an area). Note that the procedures are currently FFS.
Step 4: The IN-CSE sends 3GPP T8 API information Response
After completion of Step 3a or 3b, the IN-CSE will map the response of 3GPP T8 API to the attributes of the <networkStatusInfo> resource and send it to the MN-CSE (Fog Node) as a <networkStatusInfo> CREATE Response which includes following parameters as described in clause 9.2.2.3.
· If the response indicates nsiValue, the IN-CSE updates the M2M-nsiValue attribute of <networkStatusInfo> resource.
· If the response indicates nsiType, the IN-CSE updates the M2M-nsiType attribute of <networkStatusInfo> resource.
· If the Monitoring Event Request contains the M2M-Ext-Group-ID, the response indicates externalIds which indicates External Identifier(s) of the UEs that host registree ASN/MN-CSEs found at the location. The IN-CSE maps the externalIds to M2M-Ext-ID.
If the SCEF sends the response with errors described in clause 8.3 of TS-0026 [i.34] or does not respond back, the IN-CSE may handle the error for the MN-CSE (Fog Node), but these details are out of scope of the present document.
Step 5: The MN-CSE (Fog Node) adjusts data processing/transfer for Field Domain Nodes (ASN/MN/ADN)
The MN-CSE (Fog Node) may use the information provided in step 4 as follow:
· If the response contains M2M-Ext-ID, the MN-CSE (Fog Node) may map it to the M2M-Ext-ID of the registree ASN/MN-CSEs. Then the MN-CSE (Fog Node) may take necessary measures based on the information such as adjusting data processing/transfer for the registree ASN/MN-CSEs.
· The MN-CSE (Fog Node) may store locally the information and update it based on Service Provider/ MNO policies by creating a new <contentInstance> child resource of a <container>. The method to update the information is outside the scope of the current document.
· If the MN-CSE (Fog Node) has the M2M-nsiValues/M2M-nsiType indicating the Network Status Reports and the M2M-nsiValues indicating the number of UEs in a particular geographic area, the MN-CSE (Fog Node) may use the information for high precision analysis before deciding to throttle up/down traffic in the area. The method for the analysis is outside the scope of the current document.
· The MN-CSE (Fog Node) may reject requests that target nodes in congested areas of the network. If the MN-CSE (Fog Node) rejects a request due to network congestion, it will return an EXTERNAL_OBJECT_NOT_REACHABLE response code. The MN-CSE (Fog Node) may also inform the Originator to retry the request after some specified backoff delay. The method to inform the Originator is currently not specified in the present document however a message included in the payload of the response could be used.
· The MN-CSE (Fog Node) may delay the processing (i.e. buffer) of requests that target nodes in congested areas of the network.
· If the request is a blocking request, the MN-CSE (Fog Node) should not delay the processing of the request and should instead reject this request with a corresponding response code informing the cause of rejection is due to network congestion.
· If the request includes an Event Category that is set to immediate the MN-CSE (Fog Node) should not delay the processing of the request and should instead reject the request with an EXTERNAL_OBJECT_NOT_REACHABLE response code. In this case, the MN-AE (Fog Node)  may decide to resubmit the request with the Event Category set to “bestEffort” or “latest” to indicate the MN-CSE (Fog Node) may buffer the request.

· The MN-CSE (Fog Node) may modify the <schedule> resource of its registree AEs or CSEs that are located in a congested area of the network such that they modify the times they send or receive requests.

· A registree AE or CSE may retrieve or subscribe to its <schedule> resource such that it detects if the IN-CSE updates the scheduleElement attribute. Upon detecting an updated scheduleElement, the registree AE or CSE will modify the times which it sends requests and makes itself available to receive requests.

· The MN-CSE (Fog Node) may modify the [cmdhNwAccessRule] resources for corresponding registree CSEs that support CMDH functionality. 

How the MN-CSE (Fog Node) determines which of the above approach(es) to use is outside the scope of the current document and may be based on agreements with the MNO.
8.2.2.2.2 Procedures for Background Data Transfer
As described in TS-0026 [i.34], Background Data Transfer (BDT) allows the IN-AE/CSE to have some control over its transmissions to Field Domain Nodes that use an underlying network that provides transfer of data in the background. Namely, the IN-AE/CSE is provided with a list of potential transfer policies (time windows, with associated maximum bit rate) and charging condition so that the IN-AE/CSE may use a time window that is more favorable in terms of tariff/cost and/or overall throughput. In this solution, the IN-CSE receives the request from a MN-SCE (Fog Node) instead of an IN-AE to negotiate with SCEF in the Underlying Network.
Figure 9.2.2.2.2-1 shows the solution procedures for loosely coupled Edge/Fog computing with Background Data Transfer. The Edge/Fog Computing related procedures are Step 1-1, Step 1-7, Step 1-11, Step 4-1 and Step 4-6 in the figure. The procedures and the resource for the Background Data Transfer are defined in TS-0026 [i.34] and TS-0001 [i.33], respectively. So, the procedure is leveraged by existing <backgroundDataTransfer> resource.
The differences with the procedure in clause 7.10 Background Data Transfer of TS-0026 [i.34] are as follow:

· Originator is a MN-CSE (Fog Node), not an IN-AE.
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Figure 9.2.2.2.2-1: Procedures for loosely coupled Edge/Fog computing with Background Data Transfer
Step 1: Requesting and Selecting a Background Data Transfer Policy
This step depicts a general procedure for the request and configuration of traffic policies for BDT initiated by a request from an MN-CSE (Fog Node). The request will include a group or list of Field Domain Nodes that will use the policy, as well as some guidance to the IN-CSE so that it can better select from a set of potential transfer policies offered by the Underlying Network. If the SCEF provides the IN-CSE with more than one transfer policies for BDT, the IN-CSE uses the guidance provided by the initiating MN-CSE (Fog Node), selects the transfer policy based on its own local policies, and notifies the initiating entity about the selected transfer policy (Step 1-6, 1-7). The IN-CSE also indicates to the SCEF which policy was selected and the SCEF records the selection for charging (Step 1-8).
Step 2: Enabling a Background Data Transfer Policy
This step depicts the general procedure for configuring the negotiated policy in the underlying network for the specific Field Domain Nodes for which the data transfer will be initiated, described in clause 7.10.3.2 of TS-0026 [i.34]. This is necessary as the underlying network needs to configure its internal nodes so that these may monitor the traffic for these UEs against the negotiated policy. The procedure starts after the procedure of Step 1. This procedure may occur immediately after the procedure of Step 1 or during the time window of the selected policy. This step is not related to the Fog Node, so there is no impact about existing procedures.
Step 3: Using Background Data Transfer Policy
This step depicts the procedure for using Background Data Transfer Policy. Once the transfer policy has been enabled and the time window has arrived, the initiating entity (MN-CSE (Fog Node)) may: 

1) Use the fanout and group communication procedure to send the same request to each of the field domain nodes configured for background data transfer, or

2) Send individual (and potentially different) requests to each of the field domain nodes configured for background data transfer.
NOTE: The data transfers corresponding to this step uses the SGi interface.
Step 4: Deleting Background Data Transfer Policy
This step depicts the general procedure for deletion of a Background Data Transfer initiated by a request from an MN-CSE (Fog Node). The procedure may also be initiated by a request from an MN/ASN-CSE or from the IN-CSE itself. If an MN-CSE (Fog Node) was the Originator of the delete request, the IN-CSE will return the oneM2M response primitive to the MN-CSE (Fog Node).
8.2.2.3 Impacted Resources

8.2.2.3.1 Introduction
To implement this solution, a new resource <networkStatusInfo> is proposed to retrieve Underlying Network information. The <networkStatusInfo> only contains the attributes supported by TS-0026 [i.34]. The new resource is applicable to Network Status Reports API and Monitoring Event API (Number of UEs in an area) in the current document.
As for Background Data Transfer API, we can use the existing resource <backgroundDataTransfer> without any modification.
8.2.2.3.2 New Resource Type: <networkStatusInfo>
The <networkStatusInfo> resource is a child of <remoteCSE> or <AE> and is used to request that the MN-CSE (Fog Node) or the IN-AE retrieves the Underlying Network information. The resource provides the characteristics of the Underlying Network status in a particular geographic area such as congestion status and number of devices. 

Table 9.2.2.3.2-1: New Attributes of <networkStatusInfo> Resource

	Attributes of <networkStatusInfo>
	Multiplicity
	RW/

RO/

WO
	Description

	M2M-apiType
	1
	WO
	Indicates the API type of an Underling Network. (e.g. Network Status Reports API, Monitoring Event API (Number of UEs in an area))

	M2M-locationType
	0..1
	WO
	Indicates whether the request is for Current Location or Last known Location.

	M2M-supportedFeatures
	0..1
	WO
	Indicates a string value to negotiate the supported optional features of the API described 3GPP TS29.122 [i.32].

	M2M-notificationDestination
	1
	WO
	URI that the Underling Network entity can target notifications towards. The value of this URI will be based on internal MN-CSE (Fog Node) policies.

	M2M-locationArea
	1
	WO
	Indicates geographic area where the MN-CSE (Fog Node) want to retrieve an Underling Network API information.

	M2M-timeDuration
	0..1
	WO
	Indicates the date and time that the Underling Network entity will stop sending reports to the IN-CSE. The data and time value are determined based on local MN-CSE (Fog Node) policies.

	M2M-monitorExpireTime
	0..1
	WO
	Indicates as the optional attribute and may be set to an absolute time at which the monitoring event request is considered to expire.

	M2M-nsiValue
	0..1
	WO
	Indicates the network status indicator that is an integer for congestion status or the number of UEs. Note that M2M-nsiValue and M2M-nsiType are mutually exclusive.

	M2M-nsiType
	0..1
	WO
	Indicates the network status indicator that is an enumerated value (e.g. HIGH, MEDIUM or LOW) for congestion status. Note that M2M-nsiValue and M2M-nsiType are mutually exclusive. 

	M2M-Ext-Group-ID
	0..1
	WO
	Supported when Registrar CSE is an MN-CSE. It is used by an M2M Service Provider (M2M SP) when services targeted to a group of M2M Devices are requested from the Underlying Network. It allows the Underlying Network to identify the group of M2M Devices (e.g. ADN, ASN, MN). To that effect, the Underlying Network maps the M2M-Ext-Group-ID to the Underlying Network specific Identifier it allocated to the target group of M2M Devices.

	M2M-Ext-ID
	0..1
	WO
	Allows the Underlying Network to identify the M2M Device (e.g. ADN, ASN, MN). To that effect, the Underlying Network maps the M2M-Ext-ID to the Underlying Network specific Identifier it allocated to the target M2M Device.


8.2.2.3.3 Modified <remoteCSE> resource

New child resources as shown in the table below.

Table 9.2.2.3.3-1 New Child Resources of <CSEBase>

	New Child Resources of <remoteCSE>
	Child Resource Type
	Multiplicity
	Description

	[variable]
	<networkStatusInfo>
	0.. n
	See clause 9.2.2.3.2


8.2.2.3.4 Modified <AE> resource

New child resources as shown in the table below.

Table 9.2.2.3.4-1 New Child Resources of <AE>

	New Child Resources of <AE>
	Child Resource Type
	Multiplicity
	Description

	[variable]
	<networkStatusInfo>
	0.. n
	See clause 9.2.2.3.2


-----------------------End of Change 1 ---------------------------------------------
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