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Introduction
This contribution proposes to change externalGroupID in TS-0001 based on the following solution in clause 8.13 Monitoring event (Monitoring Type: Number of UEs in an Area) of TR-0024, which was agreed at SDS39.
8.13.4.1
Solution 1
8.13.4.1.1
Impacted Resources and Attributes
To implement this solution, the following attributes are proposed:

· The new attribute M2M-Ext-Group-ID corresponding to the externalGroupId as specified in 3GPP TS29.122  is added to the <AE> resource.

· The externalGroupID attribute for the <remoteCSE> resource is renamed as M2M-Ext-Group-ID and the description of the M2M-Ext-Group-ID is updated to be more generic and consistent with M2M-Ext-ID attribute.
8.13.4.1.1.1


Modified <remoteCSE > resource

The externalGroupID attribute for the <remoteCSE> resource is renamed as M2M-Ext-Group-ID and the description of the M2M-Ext-Group-ID is updated as shown in the table below.
Table 8.x.4.1.1.1-1: Modified attribute of <remoteCSE> resource

	Attributes of <remoteCSE>
	Multiplicity
	RW/

RO/

WO
	Description
	<remoteCSEAnnc> Attributes

	M2M-Ext-Group-ID

externalGroupID 
	0..1
	RW
	Supported when Registrar CSE is an IN-CSE. It is used by an M2M Service Provider (M2M SP) when services targeted to a group of M2M Devices are requested from the Underlying Network. It is assumed to be a globally unique ID exposed by the underlying network to identify a group of M2M Devices (e.g. ADN, ASN, MN) for group related services.
	OA


8.13.4.1.1.2


Modified <AE> resource
New attribute for the <AE> resource is proposed as shown in the table below.

Table 8.x.4.1.1.2-1: New Attributes of <AE> resource

	Attributes of <remoteCSE>
	Multiplicity
	RW/

RO/

WO
	Description
	<remoteCSEAnnc> Attributes

	M2M-Ext-Group-ID
	0..1
	RW
	Supported when Registrar CSE is an IN-CSE. It is used by an M2M Service Provider (M2M SP) when services targeted to a group of M2M Devices are requested from the Underlying Network. It is assumed to be a globally unique ID exposed by the underlying network to identify a group of M2M Devices (e.g. ADN, ASN, MN) for group related services.
	OA


-----------------------Start of change 1-------------------------------------------

9.6.4
Resource Type remoteCSE

A <remoteCSE> resource shall represent a Registree CSE that is registered to the Registrar CSE. <remoteCSE> resources shall be located directly under the <CSEBase> resource of Registrar CSE.

Similarly <remoteCSE> resource shall also represent a Registrar CSE. <remoteCSE> resource shall be located directly under the <CSEBase> resource of Registree CSE.

For example, when CSE1 (Registree CSE) registers with CSE2 (Registrar CSE), there will be two <remoteCSE> resources created: one in CSE1: <CSEBase1>/<remoteCSE2> and one in CSE2: <CSEBase2>/<remoteCSE1>.
Note that the creation of the two resources does not imply mutual registration. The <CSEBase1>/<remoteCSE2> does not mean CSE2 registered with CSE1 in the example above.

The <remoteCSE> resource shall contain the child resources specified in table 9.6.4-1. 

Table 9.6.4-1: Child resources of <remoteCSE> resource

	Child Resources of <remoteCSE>
	Child Resource Type
	Multiplicity
	Description
	<remoteCSEAnnc> Child Resource Types

	[variable]
	<container>
	0..n
	See clause 9.6.6
	<container> 

	[variable]
	<containerAnnc>
	0..n
	Announced variant of <container>. See clause 9.6.6
	<containerAnnc>

	[variable]
	<flexContainer>
	0..n
	See clause 9.6.35
	<flexContainer>



	[variable]
	<flexContaineAnnc>
	0..n
	Announced variant of <flexContainer>. See clause 9.6.35
	<flexContainerAnnc>

	[variable]
	<group>
	0..n
	See clause 9.6.13
	<group>

	[variable]
	<groupAnnc>
	0..n
	Announced variant of <group>. See clause 9.6.13
	<groupAnnc>

	[variable]
	<accessControlPolicy>
	0..n
	See clause 9.6.2
	<accessControlPolicy>

	[variable]
	<accessControlPolicyAnnc>
	0..n
	Announced variant of <accessControlPolicy>. See clause 9.6.2
	<accessControlPolicyAnnc>

	[variable]
	<subscription>
	0..n
	See clause 9.6.8
	<subscription>

	[variable]
	<pollingChannel>
	0..1
	See clause 9.6.21. If requestReachability is FALSE, the CSE that created this <remoteCSE> resource should create a <pollingChannel> resource and perform long polling. The <pollingChannel> shall be utilized by the parent resource.
	None

	[variable]
	<nodeAnnc>
	0..n
	Announced variant of <node>. This announced resource is associated with a <node> resource that is hosted on a CSE which is represented by the parent <remoteCSE> or <remoteCSEAnnc> resource. See clause 9.6.18 for <node>.
	<nodeAnnc>

	[variable]
	<dynamicAuthorizationConsultation>
	0..n
	See clause 9.6.40
	

	[variable]
	<timeSeries>
	0..n
	See clause 9.6.36
	<timeSeries>

	[variable]
	<timeSeriesAnnc>
	0..n
	Announced variant of <timeSeries>. See clause 9.6.36
	<timeSeriesAnnc>

	[variable]
	<AEAnnc>
	0..n
	Announced variant of <AE>. See clause 9.6.5
	<AEAnnc>

	[variable]
	<locationPolicyAnnc>
	0..n
	Announced variant of <locationPolicy>. See clause 9.6.10
	<locationPolicyAnnc>

	[variable]
	<transactionMgmt>
	0..n
	See clause 9.6.47
	<transactionMgmt>

	[variable]
	<transaction>
	0..n
	See clause 9.6.48
	<transaction>

	[variable]
	<ontologyRepositoryAnnc>
	0..1
	Announced variant of <ontologyRepository>. See clause 9.6.50
	<ontologyRepositoryAnnc>

	[variable]
	<semanticMashupJobProfile>
	0..n
	See clause 9.6.53
	<semanticMashupJobProfile>

	[variable]
	<semanticMashupJobProfileAnnc>
	0..n
	Announced variant of <semanticMashupJobProfile>. See clause 9.6.53
	<semanticMashupJobProfileAnnc>

	[variable]
	<semanticMashupInstance>
	0..n
	See clause 9.6.54
	<semanticMashupInstance>

	[variable]
	<semanticMashupInstanceAnnc>
	0..n
	Announced variant of <semanticMashupInstance >. See clause 9.6.54.
	<semanticMashupInstanceAnnc>

	[variable]
	<action>
	0..n
	See clause 9.6.61
	<actionAnnc>


The <remoteCSE> resource shall contain the attributes specified in table 9.6.4-2.

Table 9.6.4-2: Attributes of <remoteCSE> resource

	Attributes of <remoteCSE>
	Multiplicity
	RW/

RO/

WO
	Description
	<remoteCSEAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3.
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3.
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3.
	NA

	parentID
	1
	RO
	See clause 9.6.1.3.
	NA

	creationTime
	1
	RO
	See clause 9.6.1.3.
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3.
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3.
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	announceTo
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	announcedAttribute
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	dynamicAuthorizationConsultationIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	OA

	cseType
	0..1
	WO
	Indicates the type of CSE represented by the created resource.

· Mandatory for an IN-CSE, hence multiplicity (1).

· Its presence is subject to SP configuration in case of an ASN-CSE or a MN-CSE.
	OA

	pointOfAccess
	0..1 (L)
	RW
	For request-reachable remote CSE it represents the list of physical addresses to be used to connect to it (e.g. IP address, FQDN). 

If this information is not provided and <pollingChannel> resource does exist, the CSE should use <pollingChannel> resource. Then the Hosting CSE can forward a request to the CSE without using the PoA.
	OA

	CSEBase
	1
	WO
	The address of the <CSEBase> resource represented by this <remoteCSE> resource.
	OA

	CSE-ID
	1
	WO
	The CSE identifier of the remote CSE represented by this <remoteCSE> resource in SP-relative CSE-ID format (clause 7.2).
	OA

	M2M-Ext-ID
	0..1
	RW
	Supported when Registrar is IN-CSE.

See clause 7.1.8 where this attribute is described. This attribute is used only for the case of dynamic association of M2M-Ext-ID and CSE-ID.
	NA

	Trigger-Recipient-ID
	0..1
	RW
	Supported when Registrar is IN-CSE. See clause 7.1.10 where this attribute is described. This attribute is used only for the case of dynamic association of M2M‑Ext-ID and CSE-ID.
	NA

	requestReachability
	1
	RW
	This attribute is an indication of static capability of the CSE that created this <remoteCSE> resource. If the CSE can receive requests originated at or forwarded by its registar CSE, this attribute is set to "TRUE" otherwise "FALSE" (see note).
	OA

	nodeLink
	0..1
	RW
	The resource identifier of a <node> resource that stores the node specific information of the node on which the CSE represented by this <remoteCSE> resource resides.
	OA

	contentSerialization
	0..1 (L)
	RW
	The list of supported serializations of the Content primitive parameter for receiving a request (e.g. XML, JSON). The list shall be ordered so that the most preferred format comes first.
	OA

	e2eSecInfo
	0..1
	RW
	See clause 9.6.1.3.
	MA

	triggerReferenceNumber
	0..1
	RW
	This is to identify device trigger procedure request. This attribute is used only for device trigger and assigned by the IN-CSE. 
	NA

	descendantCSEs
	0..1(L)
	RW
	This attribute contains a list of identifiers of descendent CSEs of the Registree CSE represented by this <remoteCSE> resource. A descendant CSE is a CSE that either registers to the CSE represented by this <remoteCSE>, or registers to another CSE which is a descendant CSE of this <remoteCSE>.  The Registree CSE represented by this <remoteCSE> shall configure this attribute with a list of descendent CSEs upon creation of the <remoteCSE> resource.  The Registree CSE shall update this attribute whenever a new descendent CSE either registers or de-registers. The Registree CSE shall detect when a descendent CSE registers or de-registers by monitoring its <remoteCSE> resources and the descendentCSEs attribute(s) of these <remoteCSE> resources.  

For a <remoteCSE> resource representing a Registrar CSE this attribute shall not be set.


	OA

	multicastCapability
	0..1
	RW
	Indicates the oneM2M node multicast Capability, pre-defined values are:
· MBMS
· IP
	OA

	M2M-Ext-Group-ID
	0..1
	RW
	Supported when Registrar CSE is an IN-CSE. It is used by an M2M Service Provider (M2M SP) when services targeted to a group of M2M Devices are requested from the Underlying Network.  It is assumed to be a globally unique ID exposed by the underlying network to identify a group of M2M Devices (e.g. ASN, MN) for group related services.
	OA

	triggerEnable
	0..1
	RW
	When set to “TRUE”, trigger requests may be sent to the CSE represented by this <remoteCSE> resource. When set to “FALSE” trigger requests shall not be sent to this CSE.  
	OA

	activityPatternElements
	0..1(L)
	RW
	This attribute describes the anticipated availability of the CSE for communications. See further description below and table 9.6.4-3.
	OA

	supportedReleaseVersions
	0..1(L)
	WO
	The oneM2M release versions supported by the CSE represented by this <remoteCSE> resource. 

Starting with Release 2, this attribute is mandatory for a CSE. For CSEs compliant to older releases, this attribute is optional.  For CSEs that do not include this attribute, the default release version shall be Release 1.  
	MA

	NOTE-1:
Even if this attribute is set to "FALSE", it is not meant that the CSE is always unreachable by its registrees. E.g. if the CSE and its registrees are behind the same NAT, then the CSE can receive requests from its registrees. See also pollingChannel description in clause 9.6.21.

NOTE-2:  For the case of a response, this attribute is applicable if the corresponding request does not contain the serialization format of the Content request parameter to allow a CSE to determine the proper serialization format to use in the response.


The set of activity patterns represented in the activityPatternElements attribute describes the anticipated availability of the CSE for communications. The set provides the anticipated activity timing pattern, and may provide additional information about the anticipated mobility status and expected data size to be exchanged. Each activityPatternElements item is comprised of triples (scheduleElement, stationaryIndication, dataSizeIndicator) with parameters shown and described in table 9.6.4-3.
Table 9.6.4-3: Parameters in activityPatternElements triple
	Name
	Description

	scheduleElement
	See clause 9.6.9. This parameter shall be composed from seven fields of second, minute, hour, day of month, month, day of week and year.  This is a mandatory parameter in the triple. This parameter indicates the times when the entity is available to send and receive primitives.

	stationaryIndication
	It indicates the field node as 'Stationary (Stopping)' or 'Mobile (Moving)' for the traffic pattern. The default value is NULL, denoting that no stationaryIndication is provided

	dataSizeIndicator
	It indicates the expected data size for the traffic pattern. The default value is NULL, denoting that no dataSizeIndicator is provided. 


-----------------------End of change 1---------------------------------------------
-----------------------Start of change 2-------------------------------------------
9.6.5
Resource Type AE

An <AE> resource shall represent information about an Application Entity registered to a CSE.

The <AE> resource shall contain the child resources specified in table 9.6.5-1.

Table 9.6.5-1: Child resources of <AE> resource

	Child Resources of <AE>
	Child Resource Type
	Multiplicity
	Description
	<AEAnnc> Child Resource Types

	[variable]
	<semanticDescriptor>
	0..n
	See clause 9.6.30
	<semanticDescriptor>, <semanticDescriptorAnnc>

	[variable]
	<subscription>
	0..n
	See clause 9.6.8
	<subscription>

	[variable]
	<container>
	0..n
	See clause 9.6.6
	<container> <containerAnnc>

	[variable]
	<flexContainer>
	0..n
	See clause 9.6.35
	<flexContainer>

<flexContainerAnnc>

	[variable]
	<group>
	0..n
	See clause 9.6.13
	<group>

<groupAnnc>

	[variable]
	<accessControlPolicy>
	0..n
	See clause 9.6.2
	<accessControlPolicy>

<accessControlPolicyAnnc>

	[variable]
	<pollingChannel>
	0..1
	See clause 9.6.21

When the AE is request-unreachable, the AE should create this <pollingChannel> resource and perform long polling. The <pollingChannel> shall be utilized by the parent resource
	None

	[variable]
	<dynamicAuthorizationConsultation>
	0..n
	See clause 9.6.40
	None

	[variable]
	<timeSeries>
	0..n
	See clause 9.6.36
	<timeSeries>

<timeSeriesAnnc>

	[variable]
	<transactionMgmt>
	0..n
	See clause 9.6.47
	<transactionMgmt>

	[variable]
	<transaction>
	0..n
	See clause 9.6.48
	<transaction>

	[variable]
	<triggerRequest>
	0..n
	See clause 9.6.49
	None

	[variable]
	<multimediaSession>
	0..n
	See Clause 9.6.57. This resources holds information describing the established multimedia session
	None

	[variable]
	<semanticMashupInstance>
	0..n
	See clause 9.6.54
	<semanticMashupInstance>

<semanticMashupInstanceAnnc>

	[variable]
	<locationPolicy>
	0..n
	See clause 9.6.10
	<locationPolicyAnnc>

	[variable]
	<action>
	0..n
	See clause 9.6.61
	None


The <AE> resource shall contain the attributes specified in table 9.6.5-2.

Table 9.6.5-2: Attributes of <AE> resource

	Attributes of 
<AE>
	Multiplicity
	RW/

RO/

WO
	Description
	<AEAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3.
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3. Contains the AE-ID-Stem of the AE (see clause 7.2 on identifier formats and clause 10.2.2.2 for AE registration procedure).
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3.
	NA

	parentID
	1
	RO
	See clause 9.6.1.3.
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3.
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	creationTime
	1
	RO
	See clause 9.6.1.3.
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3.
	NA

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	announceTo
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	announcedAttribute
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	dynamicAuthorizationConsultationIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	OA

	appName
	0..1
	RW
	The name of the application, as declared by the application developer (e.g. "HeatingMonitoring").

Several sibling resources may share the appName.
	OA

	App-ID
	1
	WO
	The identifier of the Application (see clause 7.1.3).
	OA

	AE-ID
	1
	RO
	The identifier of the Application Entity (see clause 7.1.2).
	OA

	M2M-Ext-ID
	0..1
	RW
	Supported when Registrar is IN-CSE.

See clause 7.1.8 where this attribute is described. This attribute is used only for the case of dynamic association of M2M-Ext-ID and AE-ID.
	NA

	trigger-Recipient-ID
	0..1
	RW
	Supported when Registrar is IN-CSE. See clause 7.1.10 where this attribute is described. This attribute is used only for the case of dynamic association of M2M‑Ext-ID and AE-ID.
	NA

	triggerReferenceNumber
	0..1
	RW
	This is to identify device trigger procedure request. This attribute is used only for device trigger and assigned by the IN-CSE. 
	NA

	pointOfAccess
	0..1 (L)
	RW
	The list of addresses for communicating with the registered Application Entity over Mca reference point via the transport services provided by Underlying Network (e.g. IP address, FQDN, URI). This attribute shall be accessible only by the AE and the Hosting CSE.

If this information is not provided and the <pollingChannel> resource does exist, the AE should use <pollingChannel> resource. Then the Hosting CSE can forward a request to the AE without using the PoA.
	OA

	registrationStatus
	0..1
	RW
	Denotes status of the AE registration. If ACTIVE, the <AE> resource and all its child resources may be discoverable. If INACTIVE, the <AE> resource and all its child resources shall not be discoverable. 

Set to ACTIVE during a AE registration or re-registration. When an AE changes its registration point, the registration at the old registration point is set to INACTIVE. 
	OA

	trackRegistrationPoints
	0..1
	RW
	Denotes if the Application Entity requests that its Registration Points be tracked. If TRUE, AE requests to be tracked as it changes its Registration Points. If FALSE, the AE requests not to be tracked as it changes its Registration Points.
	OA

	ontologyRef
	0..1
	RW
	A URI of the ontology used to represent the information that is managed and understood by the AE.
	OA

	requestReachability
	1
	RW
	This attribute is an indication of static capability of the AE that created this <AE> resource. If the AE can receive requests s originated at or forwarded by its registar CSE, this attribute is set to "TRUE" otherwise "FALSE".
	OA

	nodeLink
	0..1
	RW
	The resource identifier of a <node> resource that stores the node specific information of the node on which the AE represented by this <AE> resource resides.
	OA

	contentSerialization
	0..1 (L)
	RW
	The list of supported serializations of the Content primitive parameter for receiving a request and a response from its registrar CSE. (e.g. XML, JSON, , CBOR). The list shall be ordered so that the most preferred format comes first.
	OA

	e2eSecInfo
	0..1
	RW
	See clause 9.6.1.3.
	MA

	activityPatternElements
	0..1(L)
	RW
	This attribute describes the anticipated availability of the AE for communications. See further description below and table 9.6.4-3
	OA

	triggerEnable
	0..1
	RW
	When set to “TRUE”, trigger requests may be sent to the AE represented by this <AE> resource. When set to “FALSE” trigger requests shall not be sent to this AE.  
	OA

	sessionCapabilities
	0..1 (L)
	RW
	The list of supported session media types (e.g. audio, video, image) and supported session protocols (e.g. RTP, RTP/AVP) as defined by session parameters as defined by the IETF IANA Session Descriptor Protocol (SDP) Parameter Registry. 
	OA

	supportedReleaseVersions
	0..1(L)
	WO
	The oneM2M release versions supported by the Registree AE represented by this <AE> resource.

Starting with Release 2, this attribute is mandatory for an AE. For AEs compliant to older releases, this attribute is optional.  For AEs that do not include this attribute, the default release version shall be Release 1.  
	MA

	M2M-Ext-Group-ID
	0..1
	RW
	Supported when Registrar CSE is an IN-CSE. It is used by an M2M Service Provider (M2M SP) when services targeted to a group of M2M Devices are requested from the Underlying Network. It is assumed to be a globally unique ID exposed by the underlying network to identify a group of M2M Devices (e.g. ADN, ASN, MN) for group related services.
	OA

	Note: For the case of a response, this attribute is applicable if the corresponding request does not contain the serialization format of the Content request parameter to allow a CSE to determine the proper serialization format to use in the response.  


The set of activity patterns represented in the activityPatternElements attribute describes the anticipated availability of the AE for communications. The set provides the anticipated activity timing pattern and might provide additional information about the anticipated mobility status and expected data size to be exchanged. Each activityPatternElements item is comprised of triples (scheduleElement, stationaryIndication, datasizeIndicator) with parameters shown and described in table 9.6.4-3.
-----------------------End of change 2---------------------------------------------

-----------------------Start of change 3-------------------------------------------

9.6.44
Resource Type localMulticastGroup
The <localMulticastGroup> resource is used by a member hosting CSE to indicate that this CSE is a member of a multicast group. <localMulticastGroup> is created as the child resource of the <CSEBase> resource. And there may be multiple <localMulticastGroup> resources under the same <CSEBase>. 
The <localMulticastGroup> resource shall contain the child resources specified in table 9.6.44-1.

Table 9.6.44-1: Child resources of <localMulticastGroup> resource

	Child Resources of <localMulticastGroup>
	Child Resource Type
	Multiplicity
	Description

	[variable]
	<transaction>
	0..n
	See clause 9.6.48


The <localMulticastGroup> resource shall contain the attributes specified in table 9.6.44-2.
Table 9.6.44-2: Attributes of <localMulticastGroup> resource

	Attributes of < localMulticastGroup >
	Multiplicity
	RW/

RO/

WO
	Description

	resourceType
	1
	RO
	See clause 9.6.1.3.

	resourceID
	1
	RO
	See clause 9.6.1.3.

	resourceName
	1
	WO
	See clause 9.6.1.3.

	parentID
	1
	RO
	See clause 9.6.1.3.

	creationTime
	1
	RO
	See clause 9.6.1.3.

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3.

	expirationTime
	1
	RW
	See clause 9.6.1.3.

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3.

	dynamicAuthorizationConsultationIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.

	announceTo
	0..1(L)
	RW
	See clause 9.6.1.3.

	announcedAttribute
	0..1(L)
	RW
	See clause 9.6.1.3.

	M2M-Ext-Group-ID
	0..1
	RW
	It is used by an M2M Service Provider (M2M SP) when services targeted to a group of M2M Devices are requested from the Underlying Network. It is assumed to be a globally unique ID exposed by the underlying network to identify a group of M2M Devices (e.g. ASN, MN) for group related services.

	multicastAddress
	1
	RW
	The multicast address assigned by the Group Hosting CSE for the Member Hosting CSE to join the multicast group. The procedure of multicast address assignment is specified in RFC 5771[11] and RFC 2375[12].

	multicastGroupFanoutTarget
	1
	RW
	Represents a unique fan out target that a Member Hosting CSE shall accept and process incoming multicast requests for this multicast group. It is assigned by the Group Hosting CSE to identify the collection of all the member resources of this multicast group across different member Hosting CSEs. It shall be used in the To parameter of the multicast request sent to the member Hosting CSEs.

If a Member Hosting CSE receives a request while listening on the multicastAddress defined for this multicast group, and the incoming request has a specified target that matches this attribute, then the request shall be processed by the Member Hosting CSE. Otherwise, the request shall be ignored.

	memberList
	1(L)
	RW
	List of local member resourceIDs in the multicast group which are hosted on the same member hosting CSE.
Each member resource ID corresponds to a member resource.
A <localMulticastGroup> resource with an empty member list shall not be allowed.

	responseTarget
	1
	RW
	Indicates the target that the multicast member hosting CSE sends the notification to when finishing the operation in the multicast message from the group hosting CSE. The default value should be the CSE-ID of the group hosting CSE.

	responseTimeWindow
	0..1
	RW
	Upon receiving a multicast request, this attribute defines the upper bound on the amount of delay the Member Hosting CSE shall wait before sending a response message. The Member Hosting CSE shall wait a randomized time that is less than the value of this attribute.  This randomized delay helps prevent network congestion caused by multiple Member Hosting CSEs responding at the same time as one another.   

	TMGI
	0..1
	RW
	The Temporary Mobile Group Identity is allocated to identify the MBMS bearer service as specified in 3GPP TS 23.246[i.32]. It’s used to uniquely indentify the 3GPP multicast or broadcast message with M2M-Ext-Group-ID together.


-----------------------End of change 3---------------------------------------------
-----------------------Start of change 4-------------------------------------------

10.2.7.13
Multicast Group Management Procedures
10.2.7.13.0
Introduction
In case the multicasting is used to fan-out group operations to members of a <group> resource, the Group Hosting CSE shall maintain information specified in table 10.2.7.13.0-1 pertaining to the multicast group(s) that are applicable to a <group> resource, such as the mapping relationship between the member resources and the multicast address(es) and the target URI(s) in the fan out requests. 
For each multicast group of a <group> resource, there may be multiple records of Multicast Group Information. The Group Hosting CSE should manage and index the multiple records by internal identifier for each Multicast Group Information. The definition of the internal identifier is out of scope of the present document. 
Table 10.2.7.13.0-1: Multicast Group Information managed by Group Hosting CSE
	Information 
	Multiplicity
	Description

	groupID
	1
	Indicates the <group> resource identifier which the Multicast Group Information belongs to.

	multicastType
	1
	· Indicates the underlying networks multicast capability of the group members, the value is the same as the attribute multicastCapability of the <remoteCSE>. See clause 9.6.4.

	M2M-Ext-Group-ID
	0..1
	See Table 9.6.44-2.

	multicastAddress
	1
	See Table 9.6.44-2.

	multicastGroupFanoutTarget
	1
	See Table 9.6.44-2.

	memberList
	1(L)
	See Table 9.6.44-2.

	groupServiceServerAddress
	0..1
	It shall be present only when the multicastType is 3GPP_MBMS_group, and it is the address of 3GPP group service server (e.g. SCEF);

	TMGI
	0..1
	The Temporary Mobile Group Identity is allocated to identify the MBMS bearer service as specified in 3GPP TS 23.246[i.32]. It’s used to communicate with 3GPP networking with M2M-Ext-Group-ID together.

	TMGIExpiration
	0..1
	Indicates the duration of the TMGI expiration time as specified in 3GPP TS 23.468 [i.33].

	responseTimeWindow
	0..1
	Defines the upper bound on the amount of delay the Member Hosting CSE shall wait before sending a response message. The Member Hosting CSE shall wait a randomized time that is less than the value of this attribute.  This randomized delay helps prevent network congestion caused by multiple Member Hosting CSEs responding at the same time as one another.   


10.2.7.13.1
Multicast Group Information and <localMulticastGroup> Creation Procedures
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Figure 10.2.7.13.1-1: Multicast Group Information and <localMulticastGroup> creation procedures
Figure 10.2.7.13.1-1 illustrates how the Multicast Group Information and <localMulticastGroup> resource works on the Group Hosting CSE and the group members Hosting CSEs.
001: The Originator sends a group resource creation request to the Group Hosting CSE which includes member resource identifier list consisting of multiple resources hosted on Member Hosting CSEs.
For example, different member resources identifiers are:
· /CSExx1/aa
· /CSExx1/bb
· /CSExx2/cc
· /CSExx2/dd
002: The Group Hosting CSE shall create the group resource as requested.
003: The Group Hosting CSE shall return the group creation response to the Originator
004: The Group Hosting CSE shall check the multicastCapability attribute of each Member Hosting CSE’s <remoteCSE> resource to determine whether it could create a multicast group. If no member hosting CSEs support multicast capability or no more than one Member Hosting CSE supports the same multicast capability, then the Group Hosting CSE shall not create a multicast group..
 If at least two Member Hosting CSEs support the same multicast capability, the Group Hosting CSE determines to create multicast group, and performs all the actions: assign the multicast type based on the multicast capability, and allocate multicast address and multicast address type to the member resources of the multicast group. For a guide to an allocation scheme of IPv4 and IPv6 multicast address spaces, reference the specificationdocuments such as RFC 3171 [i.34] and RFC 4291 [i.35].
· If the multicastType is 3GPP_MBMS_group, and the Member Hosting CSEs have the same M2M-Ext-Group-ID, the Group Hosting CSE shall set the M2M-Ext-Group-ID to the same value as the M2M-Ext-Group-ID of the Member Hosting CSEs, set the responseTarget to the CSE-ID  of  the <CSEBase> resource of  the Group Hosting CSE, set the memberList to the members defined in the request, allocate a virtual fan out target for multicastGroupFanoutTarget according to the member resource identifiers, and establish the mapping relationship between the fanout target and the member resource identifiers.
· Note: Additional details for creating a 3GPP MBMS group are specified in clause 7.7.3.1 of TS-0026[15]
· If the multicastType is IP_multicast_group, the Group Hosting CSE shall set the memberList to the members defined in the request, allocate a virtual fan out target for multicastGroupFanoutTarget according to the member resource identifiers, establish the mapping relationship between the fanout target and the member resource identifiers and set the Group Hosting CSE resourceID as the responseTarget.
· NOTE1: The current group based multicast can only be used when Member Hosting CSE and Group Hosting CSE have a registration relationship. For example, the Group Hosting IN-CSE can create a multicast group for Member Hosting MN/ASN-CSEs, and cannot create a multicast group for Member Hosting CSEs which are not registered to the IN-CSE..
· NOTE2: The current group based multicast can only be applied between CSEs. Multicast to AEs is FFS 
· NOTE3:  The M2M-Ext-Group-ID is pre-provisioned in the operator’s  network. The service provider and the operator need ensure that the M2M-Ext-Group-ID assigned by the operator matches the M2M-Ext-Group-ID attribute of each Member Hosting CSE’s <CSEBase> resource.
The Group Hosting CSE shall create Multicast Group Information locally and establish a mapping relationship between the multicast address and the fanout target according to the member resource identifiers on the Member Hosting CSE. The multicastGroupFanoutTarget should be set to / {groupHostingCSE-ID}/ {fanout-segment}. The multicastGroupFanoutTarget should be uniquely assigned by the Group Hosting CSE.

{fanout-segment} is a string assigned by the Group Hosting CSE.
In this example, the Multicast Group Information is illustrated in figure 10.2.7.13.1-2. 
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Figure 10.2.7.13.1-2: Multicast Group Information
005: The Group Hosting CSE shall send <localMulticastGroup> creation request which carries a mapping relationship between the multicastGroupFanoutTarget and the member resources to the Member Hosting CSEs to advertise them to join the multicast group corresponding to the multicast address in unicast mode.  If the Group Hosting CSE determines that multiple members resources belong to one Member Hosting CSE according to the IDs of the members resources, it may converge the requests accordingly before sending out. In this example, the Group Hosting CSE should send two group advertisement messages to the two Member Hosting CSEs respectively.  
006: The Member Hosting CSEs receive the creation request and shall use a multicast management protocol such as MLD or IGMP to join the multicast group corresponding to the multicast address indicated in the multicast group advertisement. 
The Member Hosting CSEs shall create the < localMulticastGroup > after successfully joining the multicast group and store  a mapping relationship between the multicastGroupFanoutTarget and the multicast address,  and a mapping relationship between the member list and the multicast address.
In this example, both the ASN-CSE1 and ASN-CSE2 create each <localMulticastGroup> resource to record to which multicast group its local member resources have joined.
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Figure 10.2.7.13.1-3: <localMulticastGroup> resource in Member Hosting CSE
007: The members Hosting CSEs shall send the response to the Group Hosting CSE.
008: The Group Hosting CSE shall check the response messages from Member Hosting CSEs, if at least two members respond successfully, the Group Hosting CSE shall keep Multicast Group Information locally. Otherwise, the Group Hosting CSE shall delete the information.

NOTE: The Group Hosting CSE may create one or more sets of Multicast Group Information according to the member resources of the group resource created by the Originator. 
10.2.7.13.2
Multicast Group member Fan out Procedures
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Figure 10.2.7.13.2-1: Multicast Group Information fan out procedures
001: The Originator sends an access <fanOutPoint> request carrying the group resource identifier for accessing member resources to the Group Hosting CSE.
002: The Group Hosting CSE shall check whether there is Multicast Group Information, according to the group resource identifier. If the group has Multicast Group Information, check the multicast type:
Case A): The multicast type is 3GPP_MBMS_group.
· 003a The Group Hosting CSE shall get the M2M-Ext-Group-ID based on the groupID in the Multicast Group Information, then send request message to the group service Server (eg. SCEF) to perform TMGI allocation and Group Message request of the 3GPP MBMS group message procedure, as specified in the oneM2M TS-0026[15]. 
Case B): The multicast type is IP_multicast_group.
· 003b: The Group Hosting CSE shall send the member resource access request to the Member Hosting CSEs in multicast mode according to the multicast address of the multicast group, which includes the multicastGroupFanoutTarget as the fan out target address corresponding to the member resource in the group resource. If Request Expiration Timestamp is not in the request from the Originator, the Group Hosting CSE shall set the Request Expiration Timestamp in the multicast request according to the local policy.
004: The Member Hosting CSE receives from the multicast address a member resource access request, which carries the fan out target matching the multicastGroupFanoutTarget of a <localMulticastGroup> resource that contains the same multicast address. It shall determine that the local member resource identifiers as the final targets of the request by the mapping relationship between the memberList and multicastGroupFanoutTarget in the <localMulticastGroup> resource, then replaces the multicastGroupFanoutTarget with the determined member resource identifiers and executes the operation indicated by the resource access request.
The Member Hosting CSEs shall not return any Acknowledgement when receiving the message from the multicast address. 
005: The Member Hosting CSEs shall compose the response message for Group Hosting CSE about the access result: set To parameter value to the responseTarget of <localMulticastGroup> resource according to the Response Type in the request; and set From parameter value to CSE-ID of Member Hosting CSE.
006: The Member Hosting CSEs shall send the response message including the access results to the Group Hosting CSE.

007: The Group Hosting CSE shall determine a multicast response message according to the From and the Request Identifier in message, then aggregate the group member resource access results in the response messages from Member Hosting CSEs.
The Group Hosting CSE shall not return any response after parsing the Notification message content which is response message to the multicast request.
008: The Group Hosting CSE returns the aggregated group member resource access result to the Originator.
-----------------------End of change 4---------------------------------------------
CHECK LIST

· Does this Change Request include an informative introduction containing the problem(s) being solved, and a summary list of proposals.?
· Does this CR contain changes related to only one particular issue/problem?
· Have any mirror CRs been posted?
· Does this Change Request  make all the changes necessary to address the issue or problem?  E.g. A change impacting 5 tables should not include a proposal to change only 3 tables?Does this Change Request follow the drafting rules?
· Are all pictures editable?
· Have you checked the spelling and grammar?
· Have you used change bars for all modifications?
· Does the change include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change? (Additions of complete clauses need not show surrounding clauses as long as the proposed clause number clearly shows where the new clause is proposed to be located.)
· Are multiple changes in this CR clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.?
© 2019 oneM2M Partners
                                                                                                   Page 2 (of 4)



[image: image5.png]<CSEBase>
<group>
ResourceID
/CSE090112
Group-for-service1
CSE-ID
Group Hosting CSE
Multicast Group Information
表
groupID: /CSE090112/grp1
PK
FK
multicastType: IP_multicast_group
PK
FK
multicastAddress: [FF32:30:3FFE:FFFF:1::1234]
PK
FK
multicastGroupFanoutTarget:/CSE090112/froIPmulticast1
PK
FK
memberList:
/CSExx1/aa
/CSExx1/bb
/CSExx2/cc
/CSExx2/dd
PK
FK



<CSEBase>
<localMulticastGroup>
memberList
/CSExx1
/CSExx1/aa
/CSExx1/bb
CSE-ID
ASN-CSE1
multicastGroupFanoutTarget
/CSE090112/ forIPMulticast1
parentGroupID
/CSE090112/grp1
multicastAddress
[FF32:30:3FFE:FFFF:1::1234]
responseTarget
/CSE090112
<CSEBase>
<localMulticastGroup>
memberList
/CSExx2
/CSExx2/cc
/CSExx2/dd
CSE-ID
ASN-CSE2
multicastGroupFanoutTarget
/CSE090112/ forIPMulticast1
parentGroupID
/CSE090112/grp1
multicastAddress
[FF32:30:3FFE:FFFF:1::1234]
responseTarget
/CSE090112



Originator
Group Hosting CSE
Member Hosting CSE1
001 Access the <fanOutPoint> Request
Member Hosting CSE2
006 Send response Message
008 Access the <fanOutPoint>  Response
006 Send response  Message
002 Fanout procedure according to the multicast type
Case A: multicastType = 3GPP_MBMS_group

003a Group message delivery using MBMS
CaseB: multicastType = IP_mulicast_group

003b Group message delivery using IP multicast
004 Request Process.
005 Compose rsponse for Group hosting CSE about the result
007 Aggregate  access results



Originator
Group Hosting CSE
Member Hosting CSE1
001 Create <group> Request
005 Create <localMulticastGroup> Request
Member Hosting CSE2
005 Create <localMulticastGroup>
007 Create <localMulticastGroup> Response
007 Create <localMulticastGroup> Response
003 Create <group> Response
002 Create <group> Resource
004 Create Multicast Group Information
006 Join in the multicast group, and then create <localMulticastGroup>
006 Join in the multicast group, and then create <localMulticastGroup>
008 Checks the response messages from members



