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1	Scope
The present document specifies the interworking technologiesdetailed methods for oneM2M and OCFIC interworking using the architecture identified in TS-0033 [5] and annex F of oneM2M TS-0001 [2] for the following scenario: 
Interworking with full mapping of the semantics of the non-oneM2M data model to Mca, see scenario number 1 listed in Clause F.2 of oneM2M TS-0001 [2]. This is also in line with the interworking concepts specified in TS-0033 [5].
This interworking scenario allows for interworking between OCF devices and oneM2M entities purely based on the common understanding of aligned information models – such as the models defined in TS-0023 [6]. There is no limitation regarding the direction of exposure of services: Services provided by OCF devices (OCF servers) can be exposed to oneM2M entities or vice versa. The oneM2M entities do not need to be aware of any details of the OCF protocols or interfaces.
	Comment by Josef Blanz (JB) R02: CR shared in TP32 and agreed during TP32.1 implements removal of the Rel-2 OIC interworking. Therefore, Annex A and this paragraph referring to Annex A are not needed!
Interworking using oneM2M Resource Types for transparent transport of encoded OIC Resources and commands in oneM2M Resource Types between OIC Devices and M2M Applications.
NOTE:	The present document limits Content Sharing Resources to <container> and <contentInstance> resources.  
[bookmark: _Toc487007825][bookmark: _Toc501543401]2	References
[bookmark: _Toc487007826][bookmark: _Toc501543402]2.1	Normative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
The following referenced documents are necessary for the application of the present document.
[bookmark: REF_ONEM2MTS_0011][1]	oneM2M TS-0011: "Common Terminology".
[bookmark: REF_ONEM2MTS_0001][2]	oneM2M TS-0001: "Functional Architecture".
[bookmark: REF_OIC_CORE_SPECIFICATION_V100][3]	OIC-Core-Specification-V1.0.0: "OIC Core Specification".
[bookmark: REF_ONEM2MTS_0003][4]	oneM2M TS-0003: "Security solutions".
[5]	oneM2M TS-0033: "Interworking Framework".
[6]		oneM2M TS-0023: “Home Appliances Information Model and Mapping”.
[bookmark: REF_OCF_CORE][7]	OCF-Core-Specification-V1.3.0.
NOTE:	Available at https://openconnectivity.org/specs/OCF_Core_Specification_v1.3.0.pdf
[bookmark: REF_OCF_DEVICE][8]	OCF Device-Specification-V1.3.0.
NOTE:	Available at https://openconnectivity.org/specs/OCF_Device_Specification_v1.3.0.pdf
[bookmark: _Toc487007827][bookmark: _Toc501543403]2.2	Informative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the reference document (including any amendments) applies.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[bookmark: REF_ONEM2MDRAFTINGRULES][i.1]	oneM2M Drafting Rules.
NOTE:	Available at http://www.onem2m.org/images/files/oneM2M-Drafting-Rules.pdf.
[bookmark: _Toc487007828][bookmark: _Toc501543404]3	Definitions and abbreviations
For the purposes of the present document, the terms and definitions given in oneM2M TS-0011 [1], and oneM2M TS‑0001 [2], and oneM2M TS-0033 [5] apply.
OCF Client:	A logical entity that accesses a Resource on an OCF Server.
OCF Device: A logical entity that assumes one or more roles (e.g., OCF Client, OCF Server).
OCF Framework: A set of related functionalities and interactions defined in the OCF Core Specification [7], which enable interoperability across a wide range of networked devices, including the Internet of Things.
OCF-IPE: IPE providing interworking functions for OCF-oneM2M interworking.
OCF Physical Entity: An aspect of the physical world that is exposed through an OCF Device. An example of an OCF Physical Entity is an LED.
OCF Platform: a physical device containing one or more Devices
OCF Resource:	Represents an OCF Entity modelled and exposed by the OCF Framework
OCF Server:	An OCF Device with the role of providing access to OCF Resource state information and facilitating remote interaction with those resources.
OCF Functions: Services or Device information provided by one or more OCF Servers by exposing access to OCF Resources via OCF-specified interfaces.

NOTE:	A term defined in the present document takes precedence over the definition of the same term, if any, in oneM2M TS-0011 [1], and oneM2M TS-0001 [2], and oneM2M TS-0033 [5].
[bookmark: _Toc487007830][bookmark: _Toc501543405]3.2	Abbreviations
For the purposes of the present document, the following abbreviations apply:
ACP	Access Control Policy	
AE	Application Entity	
AE-ID		Application Entity Identifier
CBOR	Concise Binary Object Representation
CMDH	Communication Management and Delivery Handling
CSE	Common Services Entity
IPE	Interworking Proxy Entity
JSON	JavaScript Object Notation
OIC	Open Interconnect Consortium
URI	Uniform Resource Identifier
XML	eXtensible Markup Language
[bookmark: _Toc501543406][bookmark: _Toc487007831]4	Conventions 
The key words "Shall", "Shall not", "May", "Need not", "Should", "Should not" in the present document are to be interpreted as described in the oneM2M Drafting Rules [i.1].
[bookmark: _Toc501543407][bookmark: _Toc487007832]5	Introduction to OCF interworking
OCF specifies an architecture enabling resource-based interactions among OCF Devices, see OCF-Core-Specification-V1.0.0 [7]. OCF Devices can expose aspects of the physical world like a lightbulb and/or logical entities like an application. The OCF Devices in the OCF architecture can provide services – in that case they play the role of an OCF Server – and/or consume services – in that case they play the role of an OCF Client.
This present document specifies details of the interworking with OCF Devices on the information model layer, see oneM2M TS-0033 [5],  and the implications on how to represent and execute external OCF functions with means of resource instances in the oneM2M system and vice versa.
Service provided and/or consumed on either side (OCF versus oneM2M) are represented by resources hosted by service providers (OCF Servers or oneM2M CSEs) and accessible to service consumers (OCF Clients or oneM2M AEs/CSEs). In order to support seamless interworking across boundaries of OCF & oneM2M deployments, OCF and oneM2M have aligned several information models for such services so that they became technology agnostic. Definitions of such information models are contained in the following specifications:
· oneM2M TS-0023 [6].
· OCF Device-Specification-V1.3.0 [8].
In the remainder of this present document it is assumed that mutual exposure of services between oneM2M and OCF deployments is restricted to services represented by resource types defined in these specifications.
In line with oneM2M TS-0033 [5], this present document specifies two major directions of mutual OCF / oneM2M interworking:
· Expose OCF Functions provided by OCF Servers to oneM2M entities by using one or more OCF-IPE(s) which are acting as OCF Client(s). For this direction - OCF services exposed to oneM2M - the OCF-IPE(s) are creating and managing the oneM2M resources representing exposed services provided by OCF Servers and provide the required procedures to allow consumption of OCF services on the oneM2M side. Details on this exposure direction are specified in Claus 6.1 of the present document.
· Expose services provided by oneM2M entities by using one or more OCF-IPE(s) which are acting as OCF Server(s).  For this direction – oneM2M services provided to OCF – the OCF-IPE(s) are interacting with already created oneM2M resource representations that are offering the native oneM2M services and provide the required procedures to allow consumption of the oneM2M services on the OCF side. Details on this exposure direction are specified in Claus 6.1 of the present document.
While it is possible that a single OCF-IPE can simultaneously support exposure of OCF Functions to oneM2M and exposure of oneM2M services to OCF, it is not mandated to implement OCF-IPEs in that way. It is also possible to instantiate separate OCF-IPEs for the different exposure directions. This is an implementation choice. In case that exposure in one direction needs to be correlated with a different Service Subscription Profile than for the other direction, separate OCF-IPEs are required. Details on the representation of OCF Functions by oneM2M Resources are defined in Clause 7 of the present document.
[bookmark: _Toc501543408]6	OCF interworking architecture
[bookmark: _Toc501543409]6.1	Exposure of OCF Functions to the oneM2M System
[bookmark: _Toc501543410]6.1.1	Summary of Interworking Architecture for exposure of OCF Functions
An OCF-IPE exposing OCF Functions to the oneM2M System is responsible for the creation of oneM2M Resources representing the exposed OCF Functions on its own Registrar CSE. A single OCF-IPE may expose OCF Functions provided by one or more OCF Servers to the oneM2M System. A high-level summary of the relationship of OCF Servers providing OCF Functions to be exposed to oneM2M, one or more OCF-IPE(s) and sets of oneM2M Resources representing the exposed OCF Functions is depicted in Figure 6.1.1-1 below.

 Figure 6.1.1-1: Summary of Interworking Architecture for Exposure OCF → oneM2M

More than one OCF-IPE may be instantiated for exposure of multiple non-overlapping sets of OCF Functions to the oneM2M System. In particular, if OCF Functions provided by different sets of OCF Servers shall be exposed to the oneM2M System and there is a deployment requirement to differentiate sets of OCF Functions provided by different OCF Servers – e.g. for the purpose of correlating them with different Service Subscription Profiles – then instantiating more than one OCF-IPE is required. Further details on the implications using more than one OCF-IPE for exposure of OCF Functions to the oneM2M System are defined in Clause 7.1.
A specific instance of an OCF-IPE exposing OCF Functions to the oneM2M System shall play the role of a single OCF Client on the OCF side. If there is a deployment requirement to differentiate multiple OCF Clients who act as interworking proxies for exposing a common set of OCF Functions to the oneM2M System – for instance due to the need to assign different access control properties to them on the OCF side – then the OCF-IPE exposing those OCF Functions would need to play the role of multiple OCF Clients. However, mapping rules between the identifiers of Originators on the oneM2M side who attempt to consume the exposed OCF Functions and OCF Client identifiers to use for triggering the execution of the exposed OCF Functions on the OCF side are not specified in this present document. Therefore, it is assumed that each OCF-IPE is only playing the role of a single OCF Client on the OCF side. This restriction implies that all requests originating from oneM2M entities which are successfully modifying the corresponding oneM2M Resources and then get translated by a specific OCF-IPE to the corresponding interactions with OCF Servers are treated on the OCF side as coming from one single OCF Client and, therefore, will be handled by OCF Servers with the same access control properties, irrespective of the identifier of the Originator on the oneM2M side. However, by means of setting appropriate Access Control Privileges on the oneM2M side, it is certainly possible to define which entities on the oneM2M side will get which mode of  access to the exposed OCF services. Support of multiple OCF Clients for a single OCF-IPE is for further study and might be subject of future releases of the present document.
After creation of oneM2M Resources representing exposed OCF Functions by a specific OCF-IPE, this particular OCF-IPE is also responsible for monitoring relevant parts of these created resources in order to detect any operations that need to be translated into an execution of corresponding OCF Functions. In case such an operation on the previously created oneM2M Resources gets detected, the corresponding Function on the OCF side shall be executed by the OCF-IPE.
State changes within the OCF Functions exposed by a specific OCF-IPE to the oneM2M System that are impacting the state of the corresponding oneM2M Resources which were previously created by that specific OCF-IPE need to be monitored on the OCF side and shall be translated by that specific OCF-IPE into corresponding state changes of the associated oneM2M Resources. 

[bookmark: _Toc501543411]6.1.2	OCF-IPE Responsibilities to support exposure of OCF Functions to the oneM2M System
When exposing OCF Functions to the oneM2M System, an OCF-IPE shall be responsible to support the following procedures:
1. Determination of OCF Functions to be exposed to the oneM2M System
The OCF-IPE needs to determine which OCF Functions need to be exposed to the oneM2M System. This determination can be done in different ways (e.g. through provisioning, discovery, on-demand signalling, or combinations thereof). Further details of this procedure are defined in Clause 8.1.1
2. Creation / Deletion of oneM2M Resource representing exposed OCF Functions
The OCF-IPE needs to perform creation / deletion of resource instances representing OCF Functions according to the – possibly dynamically changing – need to expose them to the oneM2M System using resource types that are have been aligned between oneM2M and OCF in order to become technology independent. Further details on this procedure are defined in Clause 8.1.2 Resource types that meet the requirement to be technology agnostic between OCF and oneM2M are defined in:
·  OCF Device-Specification-V1.3.0 [8] and oneM2M TS-0023 [6].
3. Mirroring state of exposed OCF Functions in oneM2M Resources
An OCF-IPE exposing OCF Functions provided by OCF Servers is responsible to modify the resource instances it has created in order to represent the exposed OCF Functions according to any state changes occurring in the corresponding OCF Servers. This implies that such an OCF-IPE shall monitor the state of the associated OCF Servers and upon detection of OCF Server state changes relevant for the exposed OCF Functions the OCF-IPE shall modify the previously created oneM2M Resources accordingly. Further details on this procedure are defined in Clause 8.1.3
4. Detection of requests to execute OCF Functions and invocation thereof
The OFC-IPE is responsible for monitoring relevant changes in the resource instances it has previously created for the purpose of representing the exposed OCF Functions. Upon detection of any valid operation meant to trigger the execution of the exposed OCF Functions, the OCF-IPE is responsible for the invocation of the corresponding OCF Functions via its own OCF Client. Further details of this procedure are defined in Clause 8.1.4.
The set of responsibilities of the OCF-IPE when exposing OCF Functions to the oneM2M system is summarized in Figure 6.1.2-1 below. The dashed boxes describe optional/alternative means to determine the set of exposed OCF Functions. Note that, in this Figure one OCF-IPE is responsible for all interworking procedures to support exposure of OCF Functions to oneM2M. More than one OCF-IPE may be used to expose different sets of OCF Functions to oneM2M. Details on how to map exposed OCF Function into oneM2M Resources are defined in clause 7.


 Figure 6.1.2-1: Exposure of OCF Functions to the oneM2M System
[bookmark: _Toc501543412]6.2	Exposure of native oneM2M services to an OCF Proximal IoT Network
[bookmark: _Toc501543413]6.2.1	Summary of Interworking Architecture for exposure of native oneM2M services
An OCF-IPE exposing oneM2M services to an OCF Proximal IoT Network is responsible for the creation of OCF Server instances in the OCF Proximal IoT Network representing the exposed oneM2M services. A single OCF-IPE may expose one or more oneM2M services to the OCF Proximal IoT Network. A high-level summary of the relationship of oneM2M Resources providing the services to be exposed to the OCF Proximal IoT Network, one or more OCF-IPE(s) and sets of OCF Servers representing the exposed oneM2M services is depicted in Figure 6.2.1-1 below.

 Figure 6.2.1-1: Summary of Interworking Architecture for Exposure oneM2M → OCF
More than one OCF-IPE may be instantiated for exposure of multiple non-overlapping sets of oneM2M services to the OCF Proximal IoT Network. In particular, if there is a deployment requirement to differentiate the exposure of different sets of oneM2M services – e.g. for the purpose of correlating them with different Service Subscription Profiles – then instantiating more than one OCF-IPE is required. Further details on the implications using more than one OCF-IPE for exposure of oneM2M services to the OCF Proximal IoT Network are defined in Clause 7.1.
A specific oneM2M service shall only be exposed to a given OCF Proximal IoT Network by at most one instance of an OCF-IPE connected to that OCF Proximal IoT Network. If there is a deployment requirement to differentiate multiple AE instances who act as interworking proxies on behalf of OCF Clients for exposing a common set of oneM2M services to the OCF Proximal IoT Network – for instance due to the need to assign different access control privileges to them on the oneM2M side – then the exposure of that common set of oneM2M services would require multiple instances of OCF-IPEs with a shared set of OCF Servers exposing the same set of oneM2M services to a given OCF Proximal IoT Network. However, mapping rules between the identifiers of OCF Clients who attempt to consume the exposed oneM2M services and the respective OCF-IPE AE-IDs to use for triggering the execution of the exposed oneM2M services are not specified in this present document. Therefore, it is assumed that each exposed oneM2M service is only interacting with one OCF-IPE for a given OCF Proximal IoT Network. This restriction implies that all requests originating from OCF Clients received by any of the OCF Servers instantiated by a given OCF-IPE which are meant to be translated by the OCF-IPE to the corresponding operations on oneM2M Resources representing the exposed oneM2M services are treated on the oneM2M side as coming from one single oneM2M AE and, therefore, will be handled by oneM2M CSEs with the same access control privileges, irrespective of the identifier of the requesting OCF Client. However, by means of setting appropriate access control properties on the OCF side – i.e. access control governing the acceptance or requests at the OCF Servers instantiated by the OCF-IPE – it  is certainly possible to define which OCF Client will get which mode of  access to the exposed oneM2M services. Therefore, access control can be imposed on OCF Client basis if the appropriate access control properties are provisioned properly into the OCF Servers instantiated by the OCF-IPE. Support of multiple OCF-IPEs exposing the same set of oneM2M services is for further study and might be subject of future releases of the present document.
After creation of OCF Server instances representing the exposed oneM2M services by a specific OCF-IPE, this particular OCF-IPE is also responsible for monitoring incoming OCF Client requests reaching these created OCF Servers in order to detect any requests that need to be translated into a corresponding operation on oneM2M Resources representing the exposed oneM2M services. In case such an request directed to the previously created OCF Servers gets detected, the corresponding operation(s) on the oneM2M side shall be executed by the OCF-IPE.
State changes within the oneM2M Resources representing the oneM2M services exposed to the OCF Proximal IoT Network by a specific OCF-IPE that are impacting the state of the corresponding resources on any of the OCF Servers that were previously created by that specific OCF-IPE need to be detected on the oneM2M side and shall be translated by that specific OCF-IPE into corresponding state changes of the associated resources in the OCF Servers.
[bookmark: _Toc501543414]6.2.2	OCF-IPE Responsibilities to support exposure of oneM2M services to an OCF Proximal IoT Network
When exposing oneM2M services to an OCF Proximal IoT Network, an OCF-IPE shall be responsible to support the following procedures:
1. Determination of oneM2M services to be exposed to the OCF Proximal IoT Network
The OCF-IPE needs to determine which oneM2M services need to be exposed to the OCF Proximal IoT Network. This determination can be done in different ways (e.g. through provisioning, discovery, on-demand signalling, or combinations thereof). Further details of this procedure are defined in Clause 8.2.1
2. Instantiation / removal of OCF Servers representing exposed oneM2M services
The OCF-IPE needs to perform instantiation / removal of OCF Server instances representing oneM2M services according to the – possibly dynamically changing – need to expose them to the OCF Proximal IoT Network using OCF Servers hosting OCF resource types that are have been aligned between oneM2M and OCF in order to become technology independent. Further details on this procedure are defined in Clause 8.2.2. OCF resource types and equivalent oneM2M resource types that meet the requirement to be technology agnostic between OCF and oneM2M are defined in:
· oneM2M TS-0023 [6] and OCF Device-Specification-V1.3.0 [8].
3. Mirroring state of oneM2M Resources representing exposed oneM2M services in OCF resources hosted on OCF Servers
An OCF-IPE exposing oneM2M services to an OCF Proximal IoT Network is responsible to modify the resource instances in the OCF Servers it has instantiated in order to represent the exposed oneM2M services according to any state changes occurring in the corresponding oneM2M Resources. This implies that such an OCF-IPE shall monitor the state of the associated oneM2M Resources and upon detection of oneM2M Resource state changes relevant for the exposed oneM2M services, the OCF-IPE shall modify the corresponding resource state of OCF resources hosted in the previously instantiated OCF Servers accordingly. Further details on this procedure are defined in Clause 8.2.3
4. Detection of requests to consume exposed oneM2M services and execution thereof
The OFC-IPE is responsible for monitoring relevant changes in the resources hosted by the OCF Servers the OCF-IPE has previously instantiated for the purpose of representing the exposed oneM2M servies. Upon detection of any valid operation on the OCF side meant to trigger the consumption of the associated exposed oneM2M services, the OCF-IPE is responsible for the requesting the corresponding oneM2M operation on the oneM2M Resources representing the exposed oneM2M service to be consumed. Further details of this procedure are defined in Clause 8.2.4.
The set of responsibilities of the OCF-IPE when exposing oneM2M services to an OCF Proximal IoT Network is summarized in Figure 6.2.2-1 below. The dashed boxes describe optional/alternative means to determine the set of exposed oneM2M services. Note that, in this Figure one OCF-IPE is responsible for all interworking procedures to support exposure of oneM2M services to an OCF Proximal IoT Network. More than one OCF-IPE may be used to expose different sets of oneM2M services to the same OCF Proximal IoT Network. Details on how to map exposed oneM2M services into OCF resources are defined in clause 7.


 Figure 6.2.2-1: Exposure of native oneM2M functions to the OCF Proximal IoT Network

[bookmark: _Toc501543415]7	Representation of OCF and/or oneM2M functions
[bookmark: _Toc501543416]7.1	Representation of OCF functions by oneM2M resources
[bookmark: _Toc501543417]7.1.1	Representation of OCF Devices by oneM2M <node> resources
An OCF Device which provides functions that are exposed to the oneM2M system can be represented by a oneM2M <node> resource that contains device-specific information which can be used e.g. for the purpose of device management. Whether a specific OCF device shall be represented by a oneM2M <node> resource depends on the type of device: 
· OCF Devices providing services that are exposed to the oneM2M system using specializations of [flexContainer] resources as defined in oneM2M TS-0023 [6], see also clause 7.1.3 below, shall be represented by oneM2M <node> resources as well. Each instance of a [flexContainer] resource representing a service provided by a specific OCF device is linked via the nodeLink attribute to a specific <node> resource instance that represents this specific OCF device.
For OCF Devices that are not matching with any of the listed categories, the present document does not specify any normative procedure to represent such OCF Devices as oneM2M <node> resources.
When a <node> resource is used to represent an OCF Device, it actually needs to reflect the details of the OCF Platform that hosts the OCF Device, Attributes of the <node> resource listed in Table 7.1.1-1 below shall have the specified value settings in Table 7.1.1-1. All other attributes of the <node> resource shall be used as specified in oneM2M TS-0001 [2]. A <node> resource representing an OCF Device shall include exactly one [deviceInfo] child resource instance that represents specifics of the OCF Platform hosting the OCF Device. All other child resources of the <node> resource shall be used as specified in oneM2M TS-0001 [2]. Attributes of a [deviceInfo] resource listed in Table 7.1.1-2 below shall have the specified value settings in Table 7.1.1-2 for the [deviceInfo] child resource instance representing the OCF Platform of the OCF Device. All other attributes or child resources of the [deviceInfo] resource shall be used as specified in oneM2M TS-0001 [2]. 
Table 7.1.1-1: Attribute settings for <node> resources representing an OCF Platform.
	Attribute Name 
	Setting

	resourceName
	This attribute shall be set to the value of the “pi” property (Platform ID) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7].

	labels
	This attribute shall include a Key:Value pair equal to “Iwked-Technology:OCF”. Other Key:Value pairs may also be present.

	nodeID
	This attribute shall be set to the value of the “pi” property (Platform ID) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7].


 
Table 7.1.1-2: Attribute settings for a [deviceInfo] child-resource of a <node> resources representing an OCF Platform.
	Attribute Name 
	Setting

	labels
	This attribute shall include a Key:Value pair equal to “Iwked-Technology:OCF”. Other Key:Value pairs may also be present.

	deviceLabel
	This attribute shall be set to the value of the “pi” property (Platform ID) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7].

	manufacturer
	This attribute shall be set to the value of the “mnmn” property (Manufacturer Name) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	manufacturerDetailsLink
	This attribute shall be set to the value of the “mnml” property (Manufacturer Details Link) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	manufacturingDate
	This attribute shall be set to the value of the “mndt” property (Date of Manufacture) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	model
	This attribute shall be set to the value of the “mnmo” property (Model Number) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	subModel
	This attribute shall be set to the value of the “mnpv” property (Platform Version) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	deviceType
	This attribute shall be set to the value “OCF Platform”

	fwVersion
	This attribute shall be set to the value of the “mnfv” property (Firmware Version) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	hwVersion
	This attribute shall be set to the value of the “mnhw” property (Hardware Version) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	osVersion
	This attribute shall be set to the value of the “mnos” property (OS Version) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	systemTime
	This attribute shall expose the system time of the device in line with the value of the “st” property (SystemTime) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.

	supportURL
	This attribute shall be set to the value of the “mnsl” property (Support link) of the OCF resource with the pre-defined URI “/oic/p” of the respective OCF Device as defined in the OCF Core Specification [7], if present.




[bookmark: _Toc501543418]7.1.2	Representation of OCF Devices by oneM2M <AE> resources
[bookmark: _Toc501543419]7.1.2.1	OCF Clients
The present document does not specify any normative procedure to represent OCF Clients as oneM2M <AE> resources. Since the OCF specifications do not define any procedure for OCF Clients needing to register themselves with any other entity or needing to respond to any discovery procedures before trying to consume services provided by OCF Servers, it is not possible to determine which OCF Clients exist before they make any requests to consume services provided by OCF Servers. Therefore, it would be very complex to associate OCF Clients in an OCF Proximal IoT Network with oneM2M <AE> resources. In order to do that, the OCF-IPE would have to detect OCF Clients dynamically at the time when they try to request any services from that OCF-IPE and then create on the fly some corresponding <AE> resources. Furthermore, such dynamically created <AE> resources would also require adjustment of  access control privileges when the corresponding AEs would need to access oneM2M resources. For these reasons, there are no provisions in this present document to represent OCF Clients by oneM2M <AE> resources.
[bookmark: _Toc501543420]7.1.2.2	OCF Servers
OCF Devices playing the role of an OCF Server can be represented by an <AE> resource that corresponds to an OCF-IPE, see Figure 6.1.1-1. Depending on implementation and deployment needs, one or more OCF Servers can be represented on the oneM2M side by a single OCF-IPE with a single <AE> resource. 
In case an OCF Server is intended to be exposed to the oneM2M system, exactly one OCF-IPE shall be responsible for the exposure of services provided by that specific OCF Server in a given OCF Proximal Network. Therefore, a specific OCF Server shall be represented by at most one OCF-IPE, i.e. by at most one <AE> resource.
In case of OCF Servers, the details of the OCF Server can be determined in the OCF Proximal IoT Network by means of executing OCF discovery and introspection procedures. For an OCF-IPE representing a specific OCF-Server, any exposed services provided by that OCF Server that are meant to be exposed to the oneM2M System shall be represented by child resources of the <AE> resource representing that specific OCF-IPE, see Clause 7.1.3 below.
Representing one or more OCF Servers by the <AE> resource associated with an OCF-IPE has the following implications:
· The set of represented OCF Servers represented by a specific OCF-IPE can be associated with M2M Service Subscriptions just like any other oneM2M Application
· The OCF-IPE allowing interworking with specific type of OCF Servers can be registered in the App-ID registry
Attributes of  an <AE> resource listed in Table 7.1.2-1 below shall have the specified value settings in Table 7.1.2-1 when that <AE> resource represents and OCF-IPE. All other attributes of the <AE> resource shall be used as specified in oneM2M TS-0001 [2].
Table 7.1.2-1: Attribute settings for <AE> resources representing an OCF-IPE.
	Attribute Name 
	Setting

	labels
	In order to indicate the supported external technology and which specific OCF Server(s) are represented by a specific OCF-IPE, the labels attribute of the <AE> resource of an OCF-IPE exposing OCF Server Functions to oneM2M shall contain the following information:
· A Key:Value pair set to “Iwked-Technology:OCF” indicating that this AE supports interworking with OCF entities.
· A Key:Value pair indicating the specific OCF Servers being exposed to the oneM2M system by this specific OCF-IPE. The Key should be set to “Iwked-Entity-IDs”. The Value shall contain a coma-separated list of IDs in square brackets, e.g.. “[ID1, ID2, ID3]”, where each listed ID identifies one specific exposed OCF Server and is equal to the value of the “piid” property (Protocol Independent ID) of the device resource with the pre-defined URI “/oic/d” of the respective OCF Server as defined in the OCF Core Specification [7].
Other Key:Value pairs may also be present.


 

[bookmark: _Toc501543421]7.1.3	Representation of OCF services by oneM2M <flexContainer> resources
Services provided by OCF Servers that are intended to be exposed to the oneM2M system shall be represented by specializations of <flexContainer> resources in order to be exposed to the oneM2M system. Services provided by a specific OCF Server and intended to be exposed to the oneM2M system shall be represented by <flexContainer> child resources of the <AE> resource instance that represents the OCP-IPE responsible for the exposure of services provided by that specific OCF Server to oneM2M. 
Services provided by OCF Servers are characterized by the device types defined in the OCF Device Specifications [8]. For each device type there is a minimum set of OCF resources defined in the OCF Device Specifications [8]. Exposure of a specific service provided by an OCF Server is accomplished by representing the corresponding set of OCF resources hosted on the OCF Server with matching oneM2M <flexContainer> resources hosted on the Registrar-CSE of the OCF-IPE responsible for the exposure of that OCF Server as child resources of the <AE> resources representing the OCF-IPE.
In oneM2M TS-0023 [6] a set of information models is defined which describes the exposure of services provided by oneM2M Devices via  specializations of <felxContainer> resources. The specification oneM2M TS-0023 [6] also contains a mapping between OCF Device Types and the corresponding oneM2M Devices.
When exposing services of an OCF Server that complies with any of the OCF Device Types for which oneM2M TS-0023 [6] includes a normative mapping to oneM2M Devices, an instance of the respective <flexContainer> specialization as defined in oneM2M TS-0023 [6] and any required child resources shall be used to represent the exposed service provided by an OCF Server.
When exposing services of an OCF Server that does not comply with any of the OCF Device Types for which oneM2M TS-0023 [6] includes a normative mapping to oneM2M Devices, an instance of a customized <flexContainer> resource shall be used. In line with <flexContainer> resources defined in oneM2M TS-0023 [6], such customized <flexContainer> resources shall include a nodeLink attribute which links to a <node> resource that represents the OCF Platform hosting the exposed OCF Server. Further details of such customized  < flexContainer> resources are not in scope of this specification.
Attributes of  an <flexContainer> resource representing services provided by an OCF Server as listed in Table 7.1.3-1 below shall have the specified value settings in Table 7.1.3-1. All other attributes of the <flexContainer> resource shall be used as specified in oneM2M TS-0001 [2] or in oneM2M TS-0023 [6] if applicable.
Table 7.1.2-1: Attribute settings for <flexContainer> resources representing services provided by an OCF Server.
	Attribute Name 
	Setting

	labels
	In order to indicate the supported external technology and which specific OCF Server is represented by this <flexContainer> resource, the labels attribute of the <flexContainer> resource shall contain the following information:
· A Key:Value pair set to “Iwked-Technology:OCF” indicating that this <flexContainer> supports interworking with OCF entities.
· A Key:Value pair indicating the specific OCF Server being exposed to the oneM2M system by this specific <flexContainer>. The Key should be set to “Iwked-Entity-ID”. The Value shall be equal to the value of the “piid” property (Protocol Independent ID) of the device resource with the pre-defined URI “/oic/d” of the respective OCF Server as defined in the OCF Core Specification [7].
Other Key:Value pairs may also be present.

	nodeLink
	The resource identifier of a <node> resource that stores the node specific information of the node on which the OCF Server resides which provides services that are exposed by this <flexContainer> resource. See clause 7.1.1 for details on representing OCF Devices by a <node> resource



The procedural aspects on how to create, delete and interact with <flexContainer> resources for the purpose of exposing OCF Functions to the oneM2M system are specified in Claus 8.1 of the present document. 
[bookmark: _Toc501543422]7.2	Representation of oneM2M services by OCF resources
Services provided by oneM2M Devices can be exposed to an OCF Proximal IoT Network by an OCF-IPE acting as one or more OCF Servers – see clause 6.2.1.
For a service intended to be exposed to the OCF Proximal IoT Network and provided by a oneM2M Device represented by a <flexContainer> resource, the corresponding OCF Device Type shall be determined according to the normative mapping defined in the oneM2M specification(s) 
· oneM2M TS-0023 [6].
Then for each OCF Device Type that has been determined in the mapping, the minimum set of resources for that OCF Device Type as specified in the OCF Device Specification [8] shall be exposed to the OCF Proximal IoT Network by the OCF-IPE responsible for the exposure. The OCF-IPE responsible for the exposure to the OCF Proximal IoT Network shall act as an OCF Server for each identified OCF Device Type.
Each OCF Server which is instantiated by an OCF-IPE needs to provide a minimum set of resources depending on the Device Type it represents. Common to all OCF Devices is the need to support the following mandatory core resources:
· “/oic/res” for discovery of resources hosted by the OCF Server
· “/oic/p” for discovery of platform specific parameters of the node hosting the OCF Server
· “/oic/d” for discovery of device information

Beyond these core resources, an OCF Server shall also support the resources required by the specific OCF Device Type. For the mandatory core resources supported by all OCF Servers, the property settings defined in Table 7.2-1 and Table 7.2-2 shall apply. Properties not listed in Table 7.2-1 and Table 7.2-2 may be present while the present specification does not define any settings for those properties.

Table 7.2-1: Property settings for a “/oic/p” resource provided by an OCF-IPE acting as an OCF Server.
	Property Name 
	Setting

	pi
	This property shall be generated in line with the OCF Core Specification [7]:Unique identifier for the physical
platform (UIUID); this shall be a UUID in accordance with
IETF RFC 4122. It is recommended that the UUID be created using the random generation
scheme (version 4 UUID) specific in the RFC.

If the OCF-IPE that instantiated this OCF Server is instantiating multiple OCF Servers, it shall use the same value for all pi properties of the /oic/p resources of all its instantiated OCF Servers.

	mnmn
	In case the <AEr> resource representing the OCF-IPE that instantiated this OCF Server is linked to a <node> resource that has a [deviceInfo] child resource that includes a manufacturer attribute, the value of that manufacturer  shall be used for this mnmn property. Otherwise, the string to be used for this property is implementation dependent but needs to be present..



Table 7.2-2: Property settings for a “/oic/d” resource provided by an OCF-IPE acting as an OCF Server.
	Property Name 
	Setting

	n
	An implementation dependent OCF Device name prefixed by the string “oneM2M-“.

	icv
	Spec version of the OCF Core Specification this OCF Server instance of the OCF-IPE is implemented to, The syntax is "ocf.<major>.<minor>.<subversion>”
where <major>, <minor>,and <sub-version> are the major,
minor and sub-version numbers of the OCF Core Specification, respectively.

	di
	Unique identifier of the device in line with the requirements in the OCF Core Specifications [7].

	dmv
	Version of the Resource Specification to which this OCF Server instance of the OCF-IPE is implemented. This needs to be in line with the requirements on the dmv property defined in the OCF Core Specifications [7].

	piid
	A unique and immutable identifier for this OCF Server instance of the OCF-IPE generated in line with the OCF Core Specifications [7] 



[bookmark: _Toc501543423]8	OCF Interworking Procedures
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5	Architecture Model
[bookmark: _Toc487007833]5.1	Introduction
The architecture model followed in the present document is based on the architecture model in Annex F of oneM2M TS-0001 [2]. It describes interworking using specialized Interworking Proxy application Entity (IPE). The present document describes the OIC IPE that supports the following scenarios.
Hybrid Application
(OIC Server+AE)
CSE(s)
OIC Interface
Mca
OIC Client
IPE
Mca 
(note 1)
OIC Application
(OIC Server)
OIC Client
IPE
Mca
OIC Interface

[bookmark: _Ref410374906]Figure 5.1-1: OIC Interworking Scenarios
In the scenarios depicted in Figure 5.1-1, the Hybrid and OIC Applications represent applications that implement the OIC Server role defined in the OIC Protocol [3].
[bookmark: _Toc487007834]5.2	Interworking Reference Model
The OIC Interworking reference model utilizes the Functional Architecture's reference model in oneM2M TS-0001 [2]; augmenting the oneM2M TS-0001 reference model with capabilities provided by the OIC IPE.
OIC Application
(OIC Server)
CSE
OIC Protocol
OIC Client
IPE
Mca
AE
Mca
ASN/MN/IN
CSE
Mcc/Mcc’
MN/IN

NOTE:	The AE in the reference model could be registered with the same CSE as the OIC IPE.

Figure 5.2-1: OIC Reference Model
[bookmark: _Toc487007835]5.3	Function of Interworking Proxy Entity
The OIC IPE participation in the OIC Protocol as described in clause 5 does so in the role of an OIC Client to which OIC Applications (OIC Servers) interact. For each OIC Server (Endpoint) that is maintained by the OIC Client in the OIC IPE, the OIC IPE shall instantiate and maintains an instance of a Resource of type <AE>.


Figure 5.3-1: OIC IPE Architecture
Mapping OIC Servers to AEs provides the following:
Application Registry: OIC Servers can now be registered as oneM2M Applications.
Service Subscriptions: OIC Servers can now be attached to M2M Service Subscriptions just like any other oneM2M Application.
[bookmark: _Toc487007836]5.4	Types of Interworking
OIC IPEs provide the following types of interworking in the present document:
1. Interworking using the <container> resource for transparent transport of encoded OIC Resources that are available to AEs as depicted in Figure 5.4-1.


Figure 5.4-1: OIC Transparent Interworking Function
In Figure 5.4-1, the OIC Resources are provided by the OIC Application to the OIC IPE using the OIC Protocol [3]. The OIC IPE then encapsulates the OIC Resources in Content Sharing Resources and then hosts the Content Sharing Resources in a CSE using the Mca reference points for use by AEs. The AE accesses the Content Sharing Resource from the CSE that hosts the resource using the Mca reference point. Once the AE receives the Content Sharing Resource, the AE extracts the OIC Resource from the Content Sharing Resource for the AE's purpose.
[bookmark: _Toc487007837]6	Architectural Aspects
[bookmark: _Toc487007838]6.1	Introduction
The OIC IPE participation in the OIC Protocol as described in clause 5 does so in the role of an OIC Client to which OIC Applications (OIC Servers) interact. As an OIC Client, the IPE provides the following Architecture Aspects based on the OIC Protocol Aspects:
OIC Device Lifecycle.
OIC Resource Discovery.
OIC Interworking Procedure.
OIC Subscription Notification.
OIC Device Management.
OIC Provisioning and Security.
[bookmark: _Toc487007839]6.2	OIC Device Lifecycle
[bookmark: _Toc487007840]6.2.1	Introduction
As the OIC IPE discovers OIC Devices when the OIC IPE interacts with the OIC Server over the OIC protocol, the OIC IPE shall maintain the associated resources in the CSE that represents the OIC Device.
[bookmark: _Toc487007841]6.2.2	OIC Device Representation
[bookmark: _Toc487007842]6.2.2.1	Introduction
OIC Device provides the management and control functions for any M2M application. As such, the CSE that hosts the M2M Applications shall represent the OIC Device as a <AE> resource (OIC Device <AE> resource). The OIC physical Device that hosts the logical OIC Device shall be represented as a <node> resource.
The properties carried by OIC Device (i.e. device type) shall be translated into the labels attribute of the <AE> Resource as separate entries with the following format:
OIC-DT: Device Type (e.g. oic.d.light).
[bookmark: _Toc487007843]6.2.2.2	OIC Device Identification
OIC Devices are identified by their "di" property as described in OIC Core Specification [3]. The "di" property is used as the AE-ID of the associated <AE> resource that represents the OIC Device.
In most deployment scenarios, OIC physical Devices host one (1) OIC Device. In this scenario the OIC physical Device's <node> resource's M2M-Node-ID should be the same as the "di" property. Also the deviceIdentifier attribute of <serviceSubscribedNode> resource should be same as the "di" property. When an OIC physical Device hosts more than one (>1) OIC Device, the determination of the <node> resource's M2M-Node-ID is implementation specific. In all deployment scenarios, the <AE> resource is linked with the <node> resource as described in oneM2M TS-0001 [2].
As the OIC Device is represented as an <AE> resource and a OIC Resource is represented as a Content Sharing Resource in the M2M Service Layer, a reference shall be made between the <AE> resource that represents the OIC Device and the Content Sharing Resources which represents the list of OIC Resources available in that OIC Server.
In order to identify interworked entities hosted in a CSE for the OIC technology described in the present document, the <AE> resource that represents the OIC Device and the Content Sharing Resources which represent the OIC Resources, shall have a Iwked_Technology labels attribute set to OIC.
In addition the <AE> resource uses the Hierarchical and Non-Hierarchical mechanisms for Resource Addressing as defined in clause 9.3.1 of oneM2M TS-0001 [2] where the resourceName attribute of the <AE> shall be same as "di" property.
[bookmark: _Toc487007844]6.2.2.3	OIC Device Discovery and Forget
The OIC Client can periodically get the OIC Server details by requesting them using procedures defined in OIC specifications [3]. The details that the OIC Client gets become stale or invalid once the time to live expires.
The OIC operations and events map to the following operations on the <AE> and <node> resources.
Table 6.2.2.3-1: OIC Device Discovery Translation - Operations
	OIC Operation
(Discovery)
	oneM2M Resource and Operation

	GET
	create <AE>, create <Node>



Table 6.2.2.3-2: OIC Device Discovery Translation - OIC Client Events
	OIC Client Events
	oneM2M Resource and Operation

	<ttl> expires
	delete <AE>, delete <Node>, delete <container> resource associated with the <AE> resource



Table 6.2.2.3-3: OIC Device Discovery Attribute Translation
	OIC Properties
(Discovery)
	oneM2M Resource Attribute

	di
	<AE>: AE-ID, resourceName
<Node>: M2M-Node-ID when the Device only supports one Endpoint (OIC Device); resourceName

	ttl
	<AE>, <Node>: expirationTime

	OIC version
	<AE>, <Node>: labels. Value is "Iwked-Entity-Version:" appended with the value of the OIC Version



Table 6.2.2.3-4: OIC Device Discovery Response Code Translation
	OIC Errors
(Discovery)
	oneM2M Resource Operation Response

	GET
2.01 Success: Created
4.00 Bad Request
4.03 Forbidden 
	create <AE>, create <Node>
2001 Created
All other codes
4105 Conflict



[bookmark: _Toc487007845]6.2.2.4	Configuration of CMDH Policies
In the present document, the CMDH Policies associated with the <Node> resource for the AE is implementation specific.
[bookmark: _Toc487007846]6.3	OIC Resource Discovery
[bookmark: _Toc487007847]6.3.1	Introduction
OIC Server provides the information of supported OIC Resources to an OIC Client. The OIC IPE uses its OIC Client function to synchronize which OIC Resources are supported by the OIC Device and what is stored in the hosting CSE for the M2M Application representing the OIC Device. This clause specifies how discovered OIC Resources are translated to discoverable Content Sharing Resources along with the associated linkages to other resources.
[bookmark: _Toc487007848]6.3.2	OIC Resource Representation
[bookmark: _Toc487007849]6.3.2.1	Introduction
OIC Server provides the list of supported OIC Resources, where information of each resource is specified in an oic-link format as specified in OIC Core specification [3]. The oic-link format contains information like the resource type, uri and interface. 
Optionally other information can be carried by that list as the capability for all the OIC Resources in the OIC Server:
a specific Content-Format (e.g. OIC JSON/ OIC CBOR Content-Format);
time to live.
For discovery of OIC Resources by M2M Applications, the properties carried by OIC Resources list (i.e. technology, resource type, uri, interface, optional content format, time to live) shall be translated into the labels attribute of the Content Sharing Resource as separate entries with the following format:
Iwked-Technology:OIC.
Iwked-Entity-Type: Resource Type.
Iwked-Entity-ID: Resource URI (href).
OIC-IF: Resource Interfaces.
Iwked-Content-Type: Supported Content Format (OIC default supported ContentFormat is CBOR. Others could be JSON, XML).
OIC-TTL: time to live.
For each OIC Resource discovered there will be a separate Content Sharing resource represented.
[bookmark: _Toc487007850]6.3.2.2	OIC Resource Identification
OIC Resources are identified by their URI within the context of the OIC Device as described in OIC Core specification [3].
As the OIC Device is represented as an <AE> resource and a OIC Resource is represented as a Content Sharing Resource in the M2M Service Layer, a reference shall be made between the <AE> resource that represents the OIC Device and the Content Sharing Resources which represent the list of OIC Resources available in the OIC Server. 
In addition, Content Sharing Resources that represents the OIC Resources use the Hierarchical and Non-Hierarchical mechanisms for Resource Addressing as defined in clause 9.3.1 of oneM2M TS-0001 [2] where the resourceName attribute of the Content Sharing Resource shall be the value of the OICURI.
[bookmark: _Toc487007851]6.3.2.3	OIC Resource Discovery and Forget
The OIC Client can periodically get the OIC Server details by requesting them using procedures defined in OIC specifications [3]. The details that the OIC Client gets become stale or invalid once the time to live expires.
The OIC operations and events map to the following operations on the Content Sharing resource.
Table 6.3.2.3-1: OIC Resource Discovery Translation - Operations
	OIC Operation
(Discovery)
	oneM2M Resource and Operation

	GET
	create <container> or



Table 6.3.2.3-2: OIC Resource Discovery Translation - OIC Client Events
	OIC Client Events
	oneM2M Resource and Operation

	<ttl> expires
	delete <container>



Table 6.3.2.3-3: OIC Resource Discovery Attribute Translation
	OIC Attributes
(Discovery)
	oneM2M Resource Attribute

	di
	Not Applicable

	Resource URI
	<container> resourceName

	ttl
	<container> expirationTime



Table 6.3.2.3-4: OIC Resource Discovery Response Code Translation
	OIC Errors
(Discovery)
	oneM2M Resource Operation Response

	GET
2.01 Success: Created
4.00 Bad Request
4.03 Forbidden 
	create <container>
2001 Created
All other codes
4105 Conflict



[bookmark: _Toc487007852]6.4	OIC Interworking Procedure
[bookmark: _Toc487007853]6.4.1	Introduction
When an oneM2M request is addressed from a CSE/AE to a hosting CSE containing the representation of an OIC Server, the oneM2M response to the Originator of the request is returned through the cooperation of the hosting CSE and the IPE.
The OIC Server provides the capabilities for the OIC Client of the IPE to access available OIC Resources from the OIC Server.
A hosting CSE maintains a representation of OIC Resources as instances of oneM2M resource types. These oneM2M resources are instantiated and discovered as described in clause 6.3 allowing oneM2M AEs and CSEs to exchange data with OIC Servers.
In reference to clause 6.3, at the end of the discovery phase all declared OIC Resources are associated to a Content Sharing Resource created with the resourceName attribute set to OICURI.
[bookmark: _Toc487007854]6.4.2	Interworked Resource Settings
An OIC Resource is represented in oneM2M as a Content Sharing Resource with 2 direct children resource types: a <subscription> resource and a <contentInstance> resource when used with a <container> resource.
For supporting the OIC interworking process, a few attributes for the Content Sharing Resource and the <notification> resource shall have a specified set of parameters:
Attributes of Content Sharing Resource
Table 6.4.2-1: <container> resource - Relevant Interworked Attributes
	Attributes of
<container> resource
	Value

	accessControlPolicyIDs
	ACP set (see clause 6.7)

	maxNrOfInstances
	1



Child resource types of <container> resource
Table 6.4.2-2: <container> resource - Relevant Child resource types
	Child resources of <container> resource

	<contentInstance>	resource

	<subscription>	resource 



Attributes of <subscription> resource
Table 6.4.2-3: <subscription> resource - Relevant Interworked Attributes
	Attributes of <subscription>
	Description / Value 

	notificationURI
	IPE URI

	eventType
	Event Type values used are "B", "C" or "E" as defined in [2].



[bookmark: _Toc487007855]6.4.3	Further Considerations for Interworking
Cooperation between IPE and the oneM2M hosting CSE requires efficient mechanisms to maintain the latest state of the targeted OIC Resources. These mechanisms include data synchronization between the IPE and hosting CSE.
Data synchronization relies on the oneM2M Subscription/Notification and OIC Observation/Notification mechanisms. For automated data synchronization between the IPE and hosting CSE to be achieved, the solution shall be granular enough to allow data synchronization for each OIC Resource.
Access Control mechanisms relies on an interworking between oneM2M and OIC Access Control Policies.
OIC and oneM2M mechanisms used to achieve Data Synchronization and Access Control is specified in more details in clauses 6.5 and 6.7.
These following clauses specify the sequences of operations involved for each type of supported oneM2M requests following the general procedures specified in clause 10 of oneM2M TS-0001 [2] (CREATE, RETRIEVE, UPDATE, DELETE) as used within the context of the interworking for the present document.
[bookmark: _Toc487007856]6.4.4	Retrieve Procedure
This procedure describes the retrieval of a resource using the oneM2M RETRIEVE request. The information contained within the resource is related to the OIC Resources that are interworked through the IPE. This clause shall be treated in conformance with the RETRIEVE Procedure specified in oneM2M TS-0001 [2], clause 10.1.2.
The Receiver performs local processing to verify the existence of requested Resource and checks privileges for retrieving the information related to the resource. After successful verification, the Receiver shall return the requested information according to the procedures for interworking as described in clause 7, otherwise an error response shall be returned to the Originator.


Figure 6.4.4-1: Procedure for Retrieving a Resource (oneM2M TS-0001 [2], clause 10)
Specific steps of the Receiver Processing according to the interworking process shall be as follows:
Step 001: Find and verify the targeted Content Sharing Resource: the resourceName corresponds to clause 6.3.2.
Step 002: Using the hosting CSE Access Control mechanisms, check for Access Control Policy for retrieving the <contentInstance> resource related to the <container> resource.
Step 002a: On successful validation of the Access Control Policy, check if the latest <contentInstance> resource contained within the targeted <container> resource has expired or does not exist:
Step 002a.1: When the <contentInstance> resource for the <container> resource is obsolete or not existing an event for Retrieval attempt (eventType 'E') is triggered to the Entity that subscribed to the event (i.e. IPE); as a Blocking Procedure, the hosting CSE shall monitor the arrival of the new data or decide to report a timeout error in jumping to Step 003. 
Step 002a.1.1: On receiving the event 'Retrieval attempt of obsolete or non-existing direct child resource (eventType 'E') the IPE performs a OIC GET request on the OIC Resource of the targeted OIC Server.
Step 002a.1.2: Once the targeted OIC Resource is available to IPE, the IPE creates and populates a <contentInstance> resource in the requested <container> resource.
Step 003: The hosting CSE returns the appropriate response back to the Originator (e.g. Acknowledgment, Errors, and Data)
NOTE:	As an OBSERVATION has been set up on the targeted OIC Resource, the automatic synchronization between the OIC Resource and its representation in the hosting CSE is performed. Further oneM2M accesses to the resource should be simplified in minimizing impact of Step002a (up-to-date data already present from the hosting CSE resources).
General Exceptions:
1. The targeted resource/attribute in To parameter does not exist. The Receiver shall respond with an error.
1. The Originator does not have privileges to retrieve information stored in the resource on the Receiver. The Receiver shall respond with an error.
Table 6.4.4-1: OIC Response Codes to oneM2M Resource Operation Response Codes
	OIC Server 
Response Codes
	oneM2M Resource Operation Response

	Read
2.05 Content:
4.01 Unauthorized
4.04 Not Found
4.05 Method Not Allowed
	
2000 OK
4103
4004
4005



[bookmark: _Toc487007857]6.5	OIC Resource Subscription and Notification
[bookmark: _Toc487007858]6.5.1	Introduction
The oneM2M Subscription capabilities permit subscription changes to an oneM2M resource's attributes and its direct child resources. Likewise, the oneM2M Notification capabilities include a rich set of criteria for when a subscribed-to oneM2M resource is notified of a change.
oneM2M Subscription and Notification function can be mapped to OIC observe mechanism which utilizes the RETRIEVE operation to request the OIC Device for updates in case if OIC Resource state changes.
[bookmark: _Toc487007859]6.5.2	OIC Subscription (Observe Request) Procedure
The OIC IPE interworks the oneM2M resource's <subscription> child resource with the corresponding OIC Resources using the oneM2M <subscription> resource's attributes.
When the OIC IPE creates a oneM2M Content Sharing Resource, the OIC IPE creates a subscription on the Content Sharing Resource to be notified whenever the oneM2M resource's subscription attribute is changed by setting the <subscription> resource's attributes as follows.
Table 6.5.2-1: OIC Subscription Procedure - <subscription> resource
	Attributes of <subscription>
	Description

	accessControlPolicyIDs
	Link a <accessControlPolicy> resource with the privileges: 
accessControlOriginator originatorID set to the OIC IPE AE's AE-ID
accessControlOperations: Set to RETRIEVE, CREATE, UPDATE, DELETE, DISCOVER, NOTIFY

	pendingNotification
	Set to "sendLatest" 

	latestNotify
	Set to "latest"

	notificationContentType
	Set to "resource"

	<schedule>
	Set to immediate notification



Whenever another AE or CSE creates or deletes a subscription to the <container> resource, the OIC IPE shall be notified of the change and shall perform the following steps:
Step 001: Find the associated OIC Resource for notification's subscriptionReference.
Step 002: If the oneM2M notification indicates a subscription deletion:
Step 002a: If the associated OIC Resource has an outstanding Observation request from the OIC IPE then issue the OIC Cancel Observation operation.
Step 003: If the oneM2M notification indicates a subscription creation:
Step 003a: If the associated OIC Resource does not have an outstanding Observation request from the OIC IPE then:
Step 003a001: Retrieve the Parent resource of the <subscription> resource from the notification's subscriptionReference.
Step 003a003: Issue the OIC Observe request.
General Exceptions: The processing for recovery of a failed OIC Cancel Observation or Observation request is vendor specific.
Table 6.5.2-2: OIC Subscription Procedure
	OIC Operation
	oneM2M Resource and Operation

	Observe
	NOTIFY (m2m:notification subscriptionDeletion=false)

	Cancel Observation
	NOTIFY (m2m:notification subscriptionDeletion=true)



[bookmark: _Toc487007860]6.5.3	OIC Notification (Observe Response) Procedure
When the OIC IPE gets an observe response from the OIC Server of a change in a OIC Resource, the OIC IPE creates a new <contentInstance> for the associated <container> resource according to the procedures for the type of interworking (e.g. Transparent) as described in clause 7.
[bookmark: _Toc487007861]6.6	OIC Device Management
Interworking of OIC Device Management (which includes Device Diagnostics and Maintenance) is out of the scope of the present document.
[bookmark: _Toc487007862]6.7	OIC Provisioning and Security
[bookmark: _Toc487007863]6.7.1	Introduction
OIC and oneM2M Access Control Policies shall collaborate in order to assure for the Interworked resources to follow the oneM2M Authorization Procedure specified in clause 11.3.4 (M2M Authorization Procedure) of oneM2M TS‑0001 [2] and clause 7 (Authorization) of oneM2M TS-0003 [4].
[bookmark: _Toc487007864]6.7.2	OIC Interworking Access Control Policy 
The oneM2M Access Control Policy mechanisms specified in clause 7 of oneM2M TS-0003, allow for checking and validating the parameters of a request message to access a <container> resource against the ACPs (<accessControlPolicy> resources) which have been assigned through the accessControPolicyIDs attribute of this resource.
In order to assure a proper OIC Interworking with oneM2M, the IPE shall setup the hosting CSE:
1. in providing a mandatory set of <accessControlPolicy> (ACPs) resources.
1. in assigning a proper ACP set to the accessControlPolicyIDs attribute of each <container> resource allocated during the CSE registration phase (clause 6.3 "IC Resource Discovery").
Mechanisms to provision an IPE in order to perform such a setup is out of scope of the present document.
In addition, Access Control Policy mechanisms specified in clause 7 of oneM2M TS-0003 [4] shall be applicable to interworking's of the present document.
[bookmark: _Toc487007865]6.8	IPE Management
[bookmark: _Toc487007866]6.8.1	IPE Administration
The OIC IPE provides the functionality that plays the role of the OIC Client in order to communicate with OIC Servers.
In order for communication to be established information should be provisioned into the OIC Client where the following artefacts are necessary to be established for the OIC Client:
OIC Client Credentials.
OIC Access control lists.
The mechanisms used to administer and maintain the OIC Client functionality within the OIC IPE is out of scope of the present document.
[bookmark: _Toc487007867]6.8.2	Maintaining IPE Context
The OIC IPE maintains information related to its operational context. Specifically the following elements are maintained for the OIC IPE:
List of currently discovered OIC Devices.
List of OIC Resources supported.
Whenever an OIC Device <AE> resource is created, updated or deleted as described in clause 6.2, the OIC IPE shall manage the list of OIC Device <AE> resources using a oneM2M <group> resource.
The oneM2M <group> resource's lifecycle is linked to the OIC IPE <AE> resource's lifecycle.
Table 6.8.2-1: OIC IPE <AE> resource - Group Lifecycle
	OIC IPE <AE> resource Operation
	oneM2M Resource and Operation

	create
	create <group>. The group resourceName is the AE-ID of the OIC IPE <AE>.resource

	update
	update <group>

	delete
	delete <group>



The OIC Device <AE> resources lifecycle operation maps to the following operations on the oneM2M <group> resource.
Table 6.8.2-2: OIC Device <AE> resource - Group member Lifecycle
	OIC Device <AE> resource Operation
	oneM2M Resource and Operation

	Create
	update <group> (add member)

	Delete
	update <group> (delete member)



[bookmark: _Toc487007868]7	Transparent Interworking Function
[bookmark: _Toc487007869]7.1	Introduction
Clause 5.4 introduced the Transparent Interworking function as depicted in Figure 5.4-1. This clause specifies the mappings of the attributes of the <contentInstance> resource for a <container> resource in order to allow an AE that uses the Content Sharing Resource to understand that the Content Sharing Resource has an encapsulated OIC Resource.
[bookmark: _Toc487007870]7.2	Attribute Mapping for the Content Sharing Resources
When an AE accesses a <contentInstance> resource, the AE needs to know that the <contentInstance> resource encapsulates an OIC Resource as well as how the OIC Resource is encoded. 
Table 7.2-1: Transparent Interworking Function Mapping
	Interworking Function Mapping
	oneM2M Resource Attribute

	Indication that an OIC Resource is encapsulated in the <contentInstance> resource with the content type and encoding of the OIC Resource.
	<contentInstance> resource: labels. Value is "OIC-Resource-Encapsulation e.g. oic.r.switch.binary"

	The content type of the OIC Resource based on the Content-Type option
	<contentInstance>: contentInfo. Possible contentInfo values are translated from the OIC Content-Type option. 

	NOTE:	The OIC Core Specification [3] defines the value to be used for the [encoding] if the Content-Type option is not present.
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