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1	Scope
[bookmark: _Toc300919385]The document is describing state of the art privacy related regulations and their features followed by gap analysis to find out what features are supported and not supported by the current oneM2M system. Based on the result of the technical report, it will identify possible enhancement features to support data protection regulations which the next oneM2M release(s) could support.

[bookmark: _Toc49268274]2	References
The following text block applies. 
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references,only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
[bookmark: _Toc300919386][bookmark: _Toc49268275]2.1	Normative references
As a Technical Report (TR) is entirely informative it shall not list normative references.
The following referenced documents are necessary for the application of the present document.
Not applicable.
[bookmark: _Toc300919387][bookmark: _Toc49268276]2.2	Informative references
Clause 2.2 shall only contain informative references which are cited in the document itself.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]	oneM2M Drafting Rules  (http://member.onem2m.org/Static_pages/Others/Rules_Pages/oneM2M-Drafting-Rules-V1_0.doc)
[bookmark: _Toc300919388][bookmark: _Toc49268277]3	Definition of terms, symbols and abbreviations
Delete from the above heading the word(s) which is/are not applicable.
[bookmark: _Toc300919389][bookmark: _Toc49268278]3.1	Terms
Clause numbering depends on applicability.
A definition shall not take the form of, or contain, a requirement. 
The form of a definition shall be such that it can replace the term in context. Additional information shall be given only in the form of examples or notes (see below). 
The terms and definitions shall be presented in alphabetical order. 
For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply:
Definition format
<defined term>: <definition>
If a definition is taken from an external source, use the format below where [N] identifies the external document which must be listed in Section 2 References.
<defined term>[N]: <definition>
example 1: text used to clarify abstract rules by applying them literally
NOTE:	This may contain additional information.
[bookmark: _Toc300919390][bookmark: _Toc49268279]3.2	Symbols
Clause numbering depends on applicability.
For the purposes of the present document, the [following] symbols [given in ... and the following] apply:
Symbol format
<symbol>	<Explanation>
<2nd symbol>	<2nd Explanation>
<3rd symbol>	<3rd Explanation>
[bookmark: _Toc300919391][bookmark: _Toc49268280]3.3	Abbreviations
Abbreviations should be ordered alphabetically.
Clause numbering depends on applicability.
For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:
Abbreviation format
<ABBREVIATION1>	<Explanation>
<ABBREVIATION2>	<Explanation>
<ABBREVIATION3>	<Explanation>
[bookmark: _Toc300919392]
[bookmark: _Toc49268281]4	Conventions, 
The key words “Shall”, ”Shall not”, “May”, ”Need not”, “Should”, ”Should not” in this document are to be interpreted as described in the oneM2M Drafting Rules [i.1]
[bookmark: _Toc49268282]5	Introduction
Editor’s Note: This section summarises the contents of this Technical Report. 

[bookmark: _Toc49268283]6	State of the Art on Privacy related Regulations
Editor’s Note: The section provide information about data protection related regulations from different country. For example, GDPR from EU and PIPA from South Korea can be described in this section. 



[bookmark: _Toc49268284]6.1	General Data Protection Regulation from EU
Editor’s Note: The section introduces GDPR and its impact to IoT system. 

[bookmark: _Toc49268285]6.1.1	Introduction to GDPR
The GDPR[footnoteRef:1]is the European Union’s General Data Protection Regulation. Its purpose is to “harmonize data privacy laws across Europe, to protect and empower all EU residents’ data privacy, and to reshape the way organizations across the region approach data privacy for EU residents wherever they work in the world.” The law applies to any organization conducting business in the EU as well as to organizations outside the EU that collect, process, or store information on EU citizens as well as on non-citizens while they reside in the EU. [1:  https://gdpr-info.eu/ ] 

Article 1 of this regulation defines the GDPR objectives as:
· Enact rules relating to the protection of natural persons with regard to the processing of personal data and rules relating to the free movement of personal data.
· Protect fundamental rights and freedoms of natural persons and in particular their right to the protection of personal data.
· The free movement of personal data within the Union shall be neither restricted nor prohibited for reasons connected with the protection of natural persons with regard to the processing of personal data.
The GDPR regulations, define personal data as any anonymous data that can be used to identify individual. Following the evolution of information and communication technologies, personal data can be data that are not associated with the name of a person but can easily be used to identify him or her and to know his/her habits and tastes. 
According to Article 5 of the GDPR regulation, 6 main principles are imposed for processing personal data:
a) Processed lawfully, fairly and in a transparent manner in relation to the data subject (‘lawfulness, fairness and transparency’);
b) Collected only for specified, explicit and legitimate purposes (‘purpose limitation’);
c) adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed (‘data minimisation’);
d) accurate and, where necessary, kept up to date; every reasonable step must be taken to ensure that personal data that are inaccurate, having regard to the purposes for which they are processed, are erased or rectified without delay (‘accuracy’);
e) kept in a form which permits identification of data subjects for no longer than is necessary for the purposes for which the personal data are processed (‘storage limitation’);
f) processed in a manner that ensures appropriate security of the personal data, including protection against unauthorised or unlawful processing and against accidental loss, destruction or damage, using appropriate technical or organisational measures (‘integrity and confidentiality’).
The European authorities which are officially responsible for the legislative process are: the European Commission, the European Parliament and the Council of the European Union. In each member state of EU, there exist a data protection authority that ensure the application of the regulations.  
Key features of GDPR are as follows: 
· Enact rules relating to the protection of natural persons with regard to the processing of personal data and rules relating to the free movement of personal data.
· Explicit consent: Organizations must obtain explicit permission to collect, process or store personal data using language that clearly describes how the data will be used. Organizations will no longer be able to cloak the terms of consent in hard-to-understand, technical language or to rely on consumers to opt-out of unwanted communications. Moreover, consent must be use-specific, meaning that data collected for one reason (downloading a white paper, for example) can’t be used for another purpose (such as targeting marketing emails) and that organizations cannot collect more data than is necessary for the stated purpose. In addition, organizations must make it easy for EU residents to withdraw their consent at any time.
· 
· Breach notification: Organizations must issue all required notifications within 72 hours of the time they become aware of a breach. Required notifications vary by jurisdiction but typically include regulatory authorities, consumers, credit reporting agencies, law enforcement, etc. Organizations must also provide credit monitoring to consumers whose data was compromised.
· 
· Right to access: Citizens and current EU residents have the right to know what data is being collected, how it’s being used, where it’s being processed, and who has access to it. In a significant shift toward empowering consumers, organizations (upon request) must provide an electronic copy, in machine-readable format, of the collected data free of charge. Users have the right to request that any incorrect information about them be corrected.
· 
· Right to be forgotten: In addition to the right to withdraw consent, consumers have the right to demand that their data be erased and that, in some situations, third parties cease any processing of their data.
· 
· Data portability: This provision of the GDPR introduces the concept of portability, which means that consumers have the right to request their data in an electronic format and to then transfer that data to another processor.

Article 4 defines data controllers and data processors as below: 
· Controller: means the natural or legal person, public authority, agency or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data; where the purposes and means of such processing are determined by Union or Member State law, the controller or the specific criteria for its nomination may be provided for by Union or Member State law;
· ‘processor’ means a natural or legal person, public authority, agency or other body which processes personal data on behalf of the controller;

Generally speaking, the GDPR treats the data controller as the principal party for responsibilities such as collecting consent, managing consent-revoking, enabling right to access, etc. A data subject who wishes to revoke consent for his or her personal data therefore have to contact the data controller to initiate the request. 

[bookmark: _Toc49268286]6.1.2	Impact to IoT System
· GDPR Article 32 “Security of processing” states that “taking into account the state of the art, the costs of implementation and the nature, scope, context and purposes of processing as well as the risk of varying likelihood and severity for the rights and freedoms of natural persons, the controller and the processor shall implement appropriate technical and organisational measures to ensure a level of security appropriate to the risk.” 
 the pseudonymization and encryption of personal data 
 the ability to ensure the ongoing confidentiality, integrity 
 the ability to restore data in the event of a physical or technical incident
 When it comes to analyzing sensible datasets, measures which are mentioned more in detail are pseudonymization and anonymization.

· GDPR Article 25 “Data protection by design and by default” states that pseudonymization can help to implement the data protection principle of “data minimisation” and thus protect the data of the people involved. 
 However, a pseudonymised data record still allows the identification of individual persons.
 Pseudonymization involves replacing the data in personally identifying fields with a seemingly random number or text. 
 Simply replacing the data in these fields however does not make it impossible to re-identify individuals in a pseudonymized data set. 

· The GDPR Recital 26 therefore states: “The principles of data protection should apply to any information concerning an identified or identifiable natural person. Personal data which have undergone pseudonymization, which could be attributed to a natural person by the use of additional information should be considered to be information on an identifiable natural person. […] The principles of data protection should therefore not apply to anonymous information, including for statistical or research purposes.”
· In its detailed documentation “Opinion 05/2014 on Anonymization Techniques”, the European Article 29 Data Protection Working Party has gone more into detail on how anonymization works in the context of the GDPR: “Accordingly, the Working Party considers that anonymization as an instance of further processing of personal data can be considered to be compatible with the original purposes of the processing but only on condition the anonymization process is such as to reliably produce anonymized information in the sense described in this paper.” 
 The anonymization of data does not require the user’s consent if there was a justified reason for collecting the data beforehand.
Nowadays, the Internet if Things (IoT) is becoming an increasingly growing topic that interests various sector of application e-health , connected homes, factory 4.0 agriculture, aquaculture etc. The IoT is partly responsible for an exponential increase in the volume of data generated on the network, at the origin of big data. This data has to be transmitted, processed in some way, and then potentially stored somewhere. 
With 26 billion sensors planned for 2020[footnoteRef:2], much of the produced data may be personal and some may be sensitive. This brings data privacy and personal data protection questions to the forefront. The question here is how are GPDR obligations are applied in a such context? [2:  https://www.devopsonline.co.uk/iot-installed-base-grow-26-billion-units-2020/ ] 

An important step towards GPDR compliance is about analyzing the dataflow in the existent system. Figure 1 details main dataflow steps in a generic IoT environment.

[image: A picture containing screenshot

Description automatically generated]
Figure 6.1.2-1: Data flow of a generic IoT environment
These steps are detailed below with some question about the GPDR obligations and potential impact to IoT platforms especially for the Article 5:
a. Data Generation: 
i.  Is these data personal/sensitive? GPDR is-it applied in this context?
ii.  Did the user give his/her consent in the case of personal/sensitive data?
iii.  Is the collected data is only for specified, explicit and legitimate purposes?
b. Data Transmission
i.  What is the transmission method? Is-it accessible for everyone (via the Web for example)?
ii.  The used protocol for transmitting data is-it secured?
c. Data Processing
i.  Is there an enough explication about this process to the concerned user?
ii.  Which data is subject to pseudonimization and anonymization? 
iii.  Which algorithm has to be applied to which data? 
d. Data Storage
i.  Is data stored in the EU?
ii.  User rights related to his/her personal data such as (rights: to access, of rectification, of opposition, of limitation, to data portability, to forget), are respected?
iii.  What are the existing measure for protecting data bases (encrypting, archiving…)
e. Data Analysis
i.  Did the user give his/her consent about analyzing his/her personal data?

[bookmark: _Toc49268287]6.2	Personal Information Protection Act from South Korea
Editor’s Note: The section introduces PIPA and its impact to IoT system. 

[bookmark: _Toc49268288]6.2.1	Introduction to PIPA
South Korea’s comprehensive Personal Information Protection Act (PIPA) was enacted Sept. 30, 2011.  It is one of the world’s strictest privacy regimes. Like the GDPR, it protects privacy rights from the perspective of the data subject and it is comprehensive, applying to most organizations, even government entities. It is not only applicable and strict, but its penalties — which include criminal and regulatory fines and even imprisonment — are enthusiastically enforced.
PIPA applies to personal information processing organizations, known as “data handlers,” that are defined as a person, government entity, company, individual, or any other person that, directly or through a third party, handles personal information for work or business purposes. Personal information refers to information pertaining to a living individual, which contains information identifying a specific person, such as name, national identification number, images, or other similar information.
Under the Act on the Promotion of Information and Communication Network Utilization and Information Protection (the “Network Act”), which supplements PIPA, personal information includes name, national identification number, letter, voice, sound image, and all other information that makes it possible to identify a specific person. The Network Act provides measures for protecting the personal information of users collected and used by the telecommunications business operators.
In addition to regulating personal information, the Acts impose compliance measures to ensure proper collection, use, and transfer, among other things, of users’ personal information. Technical and managerial protective measures must be taken in order to store personal information. Organizations must also inform data subjects of their rights and its obligations as a data handler.

[bookmark: _Toc49268289]6.2.2	Impact to IoT System


[bookmark: _Toc49268290]
7	Technologies for Handling of Privacy Information
This section introduces several well known algorithms and privacy models for protection of personal information.
[bookmark: _Toc49268291]7.1	Pseudonymisation Techniques
According to Article 4, paragraph 5 of the GDPR[footnoteRef:3] ‘pseudonymisation’ means the processing of personal data in such a manner that the personal data can no longer be attributed to a specific data subject without the use of additional information, provided that such additional information is kept separately and is subject to technical and organisational measures to ensure that the personal data are not attributed to an identified or identifiable natural person; Several pseudonymization techniques are introduced below. [3:  https://gdpr-info.eu/] 

[bookmark: _Toc49268292]7.1.1	Heuristic Pseudonymization
It is a method of hiding detailed personal information by replacing the values ​​corresponding to identifiers with some predetermined rules or by processing them according to the judgment of the person.
For example, replace name information with a generalized name such as James or Sophia, or replace institution information with Korea, the United States, or Earth. This will be done by setting rules in advance. All data is processed in the same way, making it easy for users to use and understand.
[bookmark: _Toc49268293]7.1.2	Data Masking
The standard for pseudonymization is known as data masking. By replacing sensitive data with virtual but realistic data, it helps reduce data risks while preserving data utilities. Examples of data masking are shown in the table below. 
	Before
	After

	Last Name
	Credit Card
	Last Name
	Credit Card

	James
	4234-5678-9128-4567
	Schmidt
	4876-5432-1987-6543

	Davis
	3213-4567-8901-2345
	Fowler
	3456-7890-1234-5678



Masked data shall not break application integrity. It shall meet the same business rules as real data(e.g., masked ages are still in the same age group. The zip code has the same geographic variance. Credit card checksums are correctly calculated to ensure that the application running for masked data is performed as if the masked data are real and that there is no limit to the user’s ability to use the application appropriately.
[bookmark: _Toc49268294]7.2	Anonymization Techniques
Anonymization is the processing of personal information into an unrecoverable state so that a particular individual is not identifiable. In IoT system that collects and analyzes large data and obtains useful information, in order to protect sensitive personal information, there is a need for anonymization technique that lowers personal identification of data.
Data anonymization is a method of protecting personal information and securing privacy through the aggregation of raw data. Since the concept of k-anonymity, the l-diversity and t-proximity -closeness, s-uniformity, and so on. Anonymization removes identifiers and anonymizes quasi-identifiers for privacy protection of sensitive attributes.
The following subsections present the privacy models and how to process anonymization.
[bookmark: _Toc49268295]7.2.1	Data Anonymization Algorithms

Data pseudonymization has the potential to be re-identifiable, therefore, data annonymization needs to be applied for data that should not be reidentifiable. In this sections, well known algorisms for data anonymization are introduced. 
k-Anonymity: Basic model for privacy protection.
K-anonymity allows the same value to exist at least k in a given data set so that it is not easily combined with other information. A part of the data set is modified and all records have k-1 or more records that are identical to (not distinguished) themselves. Linking cannot be performed with confidence > 1/k. Sensitive attributes are not considered in this model. Normally k-anonymity can be implemented by generalization and suppression.

	Original data

	Age
	Gender
	Zipcode

	42
	Female
	53715

	42
	Female
	55410

	77
	Male
	90210

	32
	Male
	02274

	32
	Male
	02237



	2-Anonymization

	
	Birth
	Gender
	Zipcode

	Group1
	40-49
	Female
	5****

	
	40-49
	Female
	5****

	Suppressed
	77
	Male
	90210

	Group2
	30-39
	Male
	022**

	
	30-39
	Male
	022**







 



The generalization technique is to replace attribute values ​​with more generalized values. The k-anonymity condition can be achieved by converting the value of each attribute to a value on a more generalized domain. The greater the generalization, the more easily the k-anonymity will be met, but if the data table is modified too severely, no useful information will be available. Suppression means removing values from the information table completely; suppression removes all attribute of the cell, so more information is lost when compared to generalization. Remove all details, so only suppression is applied to major characteristics; data suppression does not result in a dangerous attack.It can be applied to row level column levels and to entire cells.

L-Diversity:
This privacy model is that records that are de-identified together in a given data set have at least l different sensitive information (in the same set). It defends attacks by homogeneity attacks and background knowledge, which are two attacks on k-anonymity. This model constitutes a equivalence class with sufficiently diverse (more than l) sensitive information in the de-identification process.
Original data
	Non-Senstive
	Senstive

	Age
	Gender
	Zipcode
	Disease

	22
	Female
	02900
	Diarrhea

	20
	Female
	02274
	Anemia

	51
	Female
	53032
	Diarrhea

	41
	Male
	53001
	Flu

	39
	Male
	02150
	Anemia

	31
	Female
	02585
	Flu



2-divirsity
	Non-Senstive Data
	Senstive Data

	Age
	Gender
	Zipcode
	Disease

	0-40
	*
	02***
	Diarrhea

	0-40
	*
	02***
	Anemia

	40-80
	*
	53***
	Diarrhea

	40-80
	*
	53***
	Flu

	0-40
	*
	02***
	Flu

	0-40
	*
	02***
	Anemia



The table above is an example of medical data that are de-identified by the 3-diversity model. Sensitivity information, the disease name is mixed enough to protect against attacks.
T-Closeness:
This privacy model can also be used to protect data from attribute disclosure. It requires that the distributions of values of a sensitive attribute within each equivalence class must have a distance of not more than t to the distribution of the attribute values in the input dataset. 
Even if the k-anonymity and l-diversity are satisfied, if the sensitive information distribution of the combination is different from the distribution of the other combinations, the sensitive information is leaked due to the distribution difference. The idea is to make two distances less than the threshold t. In this case, the method used to calculate the distance between the two distributions uses the Earth Mover's Distance (EMD) used in statistics.
The table below shows anonymized data sets. The red areas show relatively similar salaries compared to the overall distribution (30-110): the attacker can infer an approximate salary and the disease properties indicate that everyone is vulnerable to the stomach disease. The T-closseness model defines excessive differences in the distribution between the equivalence class and the entire data set as a weakness of the l-diversity model and prevents similar values ​​from pooling.
	Non-Senstive Data
	Senstive Data

	Age
	Gender
	Zipcode
	Disease
	Salary

	0-40
	*
	02***
	Gastric ulcer
	30

	0-40
	*
	02***
	Chronic gastritis
	50

	40-80
	*
	53***
	Acute gastritis
	60

	40-80
	*
	53***
	Diarrhea
	110

	0-40
	*
	02***
	Flu
	90

	0-40
	*
	02***
	Chronic gastritis
	100


t-closeness
	Non-Senstive Data
	Senstive Data

	Age
	Gender
	Zipcode
	Disease
	Salary

	0-40
	*
	02***
	Gastric ulcer
	30

	0-40
	*
	02***
	Diarrhea
	90

	40-80
	*
	53***
	Acute gastritis
	60

	40-80
	*
	53***
	Diarrhea
	110

	0-40
	*
	02***
	Chronic gastritis
	50

	0-40
	*
	02***
	Chronic gastritis
	100


The green part of the table above is a homogeneous set. Since the distribution of salaries is 30 to 90, there is no significant difference from the entire distribution of salaries(30-110). Diarrhea items also make it difficult to infer certain diseases.
δ-Disclosure privacy:
This privacy model can also be used to protect data against attribute disclosure. It also enforces a restriction on the distances between the distributions of sensitive values but uses a multiplicative definition which is stricter than the definition used by t-closeness.
β-Likeness:
This privacy model is related to t-closeness and δ-disclosure privacy and it can also be used to protect data against attribute disclosure. It aims to overcome limitations of prior models by restricting the relative maximal distance between distributions of sensitive attribute values, also considering positive and negative information gain.
δ-Presence:
This model can be used to protect data from membership disclosure. A dataset is (δmin, δmax)-present if the probability that an individual from the population is contained in the dataset lies between δmin and δmax. In order to be able to calculate these probabilities, users need to specify a population table.
Given an external (public) background knowledge P, and a private table T; δ = (δmin , δmax )-presence holds for a generalization T* of T if δmin ≤ Pr(t Є T | T* ,P) ≤ δmax for every t Є P.

	
	Public Data(P)

	
	Name
	Zipcode
	Age
	Nationality
	Sen

	1
	Alia
	47096
	35
	USA
	0

	2
	Ben
	47093
	59
	Canada
	1

	3
	Catarina
	47096
	42
	USA
	1

	4
	David
	47630
	18
	Brazil
	0

	5
	Euria
	47630
	22
	Brazil
	0

	6
	Franck
	47633
	63
	Peru
	1

	7
	Gary
	48973
	33
	Spain
	0

	8
	Hailey
	48972
	47
	Bulgaria
	1

	9
	Ivan
	48970
	52
	France
	1



	
	Private Data(T)

	
	Zipcode
	Age
	Nationality

	2
	47093
	59
	Canada

	3
	47096
	42
	USA

	6
	47633
	63
	Peru

	8
	48972
	47
	Bulgaria

	9
	48970
	52
	France










δ-Presence can be generalized from the table above. A generalization T* of T is a nonoverlapping generalization with respect to P if – every tuple in P can be mapped onto at most one equivalence class in T* .
	
	Public Data(P)

	
	Name
	Zipcode
	Age
	Nationality
	Sen

	1
	Alia
	47096
	35
	USA
	0

	2
	Ben
	47093
	59
	Canada
	1

	3
	Catarina
	47096
	42
	USA
	1

	4
	David
	47630
	18
	Brazil
	0

	5
	Euria
	47630
	22
	Brazil
	0

	6
	Franck
	47633
	63
	Peru
	1

	7
	Gary
	48973
	33
	Spain
	0

	8
	Hailey
	48972
	47
	Bulgaria
	1

	9
	Ivan
	48970
	52
	France
	1



	
	Private Data(T*)

	
	Zipcode
	Age
	Nationality

	2
	47***
	*
	America

	3
	47***
	*
	America

	6
	47***
	*
	America

	8
	48***
	*
	Europe

	9
	48***
	*
	Europe











	
	Public Data(P*)

	
	Name
	Zipcode
	Age
	Nationality
	Sen

	1
	Alia
	47***
	*
	America
	0

	2
	Ben
	47***
	*
	America
	1

	3
	Catarina
	47***
	*
	America
	1

	4
	David
	47***
	*
	America
	0

	5
	Euria
	47***
	*
	America
	0

	6
	Franck
	47***
	*
	America
	1

	7
	Gary
	48***
	*
	Europe
	0

	8
	Hailey
	48***
	*
	Europe
	1

	9
	Ivan
	48***
	*
	Europe
	1



	
	Private Data(T*)

	
	Zipcode
	Age
	Nationality

	2
	47***
	*
	America

	3
	47***
	*
	America

	6
	47***
	*
	America

	8
	48***
	*
	Europe

	9
	48***
	*
	Europe



*

	





Let T* be a non-overlapping generalization of T with respect to P. Then T* is δ-present, if for each equivalence class of the corresponding P*:
δmin ≤ (# of 1s in Sen.) / |ec| ≤ δmax
The values in the above tabel are Pr(t a Є T | T*) = 0.5 and Pr(t g Є T | T*) = 0.66.
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