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1 Background
DMR is one of the important CSFs at Release 1 and supports the following functions agreed at last meeting:

· Data Repository

· Input and output of the data

· Organizing the data
· Aggregating the data
· Context-based data accessibility
· Semantic data management
This contribution provides an implement of DMR at China Unicom network and intends to discuss some potential issues which WG2 should consider.
2 Discussion
The DMR architecture of China Unicom is as follows: 

[image: image1]
The system uses beam splitter to obtain data from SGSN and GGSN, The data includes phone number, Area code , CI Code,  IMEI,  Traffic Type, Starting Time, Ending Time, Duration, Upstream Traffic, Downstream Traffic, RAT Type, Source IP, Source Port, Destination IP, Destination Port, User Agent, APN, IMSI, SGSN IP, GGSN IP, Content-Type,etc. 
These data is temporarily saved in local data files, less than 200M per file. Then these files are imported to HBase over IP network.

We use daily Map Reduce jobs to process data in the HBase, the processing results of raw data is saved into MySQL tables. Then some services can be carried out such as user context-aware service, base station monitoring service, detailed 3G data usage, behaviour analysis service and smart pipe service can be introduced.
We are facing the following challenges in DMR:

· We collect 10TB data per day and 1.5 trillion records per day, the system can save these data for only about 6 months.
· These data first is saved as Unstructured Data, then as Structured Data after processing.
· The system does not support Semantic Search at present.
3.Proposal
Based on the above discussion, we suggest the following issues should be considered.
· It is proposed to clarify “structured data” and define “structured data” at oneM2M.  (Although these definitions are important for DMR and are used in some contributions such as oneM2M-TS-0001-oneM2M-Functional-Architecture, they are not given definitions)
· It is proposed to consider offline data processing (structuring of unstructured data) and its impact on DMR.(The data is first saved in temporary offline files, then transferred by FTP to HBASE, and it is a common procedure for DMR to process data.)
· It is proposed to consider data storage capacity and its impact on DMR. (Data growth will be faster in the future, so the DMR needs a robust architecture when processing much more than 10TB data per day.)
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