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1. Introduction

This contribution proposes DMR related resources and related flows. Two resources are suggested: <container> and <instance>.
A <container> has a set of instances for data storage. A container resource has no associated content, only attributes and child resources.
A <instance> is a resource representing a set of content. A <instance> resource includes content and attributes.

If there is a need to specify specific containers (other example is SEP2.0) at a later stage: in that case the actual meaning of the data is known by the CSE (e.g. location) – further interpretation of data is possible in that case.
Resources are related to each other in the following way: it is proposed to include a <parent> and <child>  attributes when needed. These attributes will contain the list of resources which are child or parent of the current <resource>. In order to know the list of child resources for example, an AE or CSE would retrieve the "child" attribute of <resource>. It is not precluded to have several parents or children associated to a single resource. The inheritance rules described in the existing TS still apply.
Discovery of such resources is handled in a separate contribution/section. 

2. Proposal
9.5.x

<container> resource

A <container> is an originator defined set of instances. A container resource has no associated content, only attributes and child resources
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Figure 9.5.x-1: Structure of <container> resource
(only child resources and specific resource attributes are shown)
The resource shall contain the child resource according to their multiplicitly in Table 9.5.x-1 (0 indicated the optionality of the child resource).
Table 9.5-1: Child Resources of <container>
	Child Resource Name
	Child Resource Type
	Multiplicity


	Description

	
<instance>
	
	0..n
	A <instance> is a originator defined resource representing a set of content. A <instance> resource includes content and attributes.



	latest
	
	0..1
	Reference to latest instance, if present.


Table 9.5.x-2: Attributes of <container>
	AttributeName
	Multiplicity
	RW/

RO/

WO
	Description

	
	
	
	

	
	
	
	

	creationTime
	1
	RO
	Date and time at which the <container>was created

	expirationTime
	1
	RW
	Date and time at which the <container> will be deleted

	lastModifiedTime
	1
	RO
	Date and time at which the <container> was last modified

	searchStrings
	0..1
	RW
	Allows to discover a specific instance

	nbrOfInstances

	1
	RO
	Provide the number of instances under this <container> resource

	byteSize

	1
	RO
	Provide the total number of bytes under this <container> resource

	name
	1
	RW
	Text containing the name of the <container>

	
	
	
	

	owner
	1
	RW
	Username of the entity which created the <container> 

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	 child 
	0..1
	RW
	This attribute contains the list of resources “name”, “ID” and “URI” which have a child relationship with this <container>

	parent 
	1
	RW
	This attribute contains the list of resources “name”, “ID” and “URI” which have a parent relationship with this <container>

	parent 
	1
	RW
	This attribute contains the list of resources “name”, “iD” and “uRI” which have a parent relationship with this <container>


The parent and child attributes may contain the references to several resources. The “parent” and “child” attributes will contain the name, URI and resource ID of the referenced resources. The <container> will survive until the last of its parent is deleted or its “expirationTime” is reached whichever comes first.

9.5.x <instance> resource

A <instance> is an originator defined resource representing a set of content. A <instance> resource includes content and attributes.
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Figure 9.5.x-1: Structure of <instance> resource


	
	
	


	

	
	
	
	

	
	
	
	

	

	
	
	

	

	
	
	


Table 9.5.x-2: Attributes of <instance>
	AttributeName
	Multiplicity
	RW/

RO/

WO
	Description

	
	
	
	

	
	
	
	

	creationTime
	1
	RO
	Date and time at which the <instance>was created

	expirationTime
	1
	RW
	Date and time at which the <instance> will be deleted


	lastModifiedTime
	1
	RO
	Date and time at which the <instance> was last modified

	
	
	
	

	searchStrings
	1
	WO
	Allows to discover a spefic instance

	content
	1
	WO
	Contains the actual originator produced content

	
	
	
	

	contentType
	0..1
	WO
	Optional type of the content included in the content attribute. This is media-type as defined in [IETF RFC 2045: "Multipurpose Internet Mail Extensions (MIME) Part One: Format of Internet Message Bodies".] and [IETF RFC 2046: "Multipurpose Internet Mail Extensions (MIME) Part Two: Media Types"].

	eventCategorization

	0..1
	WO
	The set of policy indications that specify the treatment of M2M events for differentiated handling.


10.2
Message flow

10.2.x
<container> Resource
a) 10.2.x.1
Create <container>

This flow is used for creating the  a <container> resource.
Originator: the originator can be an Application Entity or a CSE. 

Receiver or Hosting CSE: the receiver or hosting CSE shall validate whether the originator has proper permission for creating a <instance> resource.

Table 10.2.x.1.1 <Instance> CREATE flow
	
	Description

	Call flow type
	CREATE

	Pre-conditions 
	N/A

	Information on Request message
	op: C

fr: Originator App-Inst-ID or CSE-ID

to: Receiver CSE-ID
cn: Name of <container> resource (optional), some mandatory and/or optional attributes defined in x.y.z as it is needed.

Editor’s note: x.y.z refers to the table which describes the attributes of <container>

	Local processing on Hosting CSE
	No change from the basic procedure (clause 10.1.1.1)

	Information on Response message
	fr: Receiver CSE-ID 

to: Originator App-Inst-ID or CSE-ID
cn: URI of created <container> resource (optional)

	Post-condition 
	None

	Exceptions
	Local processing on Hosting CSE: 

· The provided attributes are not acceptable to the Hosting CSE or mandatory attributes are not provided by the Hosting CSE.


b) 10.2.x.2
Retrieve <container>

This flow is used for retrieving the attributes  of a <container> resource.
Originator: the originator can be an Application Entity or a CSE.

Receiver or Hosting CSE: the receiver or hosting CSE shall validate whether the originator has proper permission for retrieving a <container> resource.

Table 10.2.x.1.1 <container> RETRIEVE flow
	
	Description

	Call flow type
	RETRIEVE

	Pre-conditions 
	Originator needs to create a resource


	Information on Request message
	cn: Some mandatory and/or optional attributes defined in x.y.z as it is needed.

Editor’s note: x.y.z refers to the table which describes the attributes of <container>

	Local processing on Hosting CSE
	No change from the basic procedure (clause 10.1.1.2)

	Information on Response message
	No change from the basic procedure (clause 10.1.1.2)

	Post-condition 
	None

	Exceptions
	Local processing on Hosting CSE: 

· The provided attributes are not acceptable to the Hosting CSE or mandatory attributes are not provided by the Hosting CSE.


c) 10.2.x.3
Update <container>

This flow is used for updating the attributes and the actual data of a <container> resource.
Originator: the originator can be an Application Entity or a CSE.

Receiver or Hosting CSE: the receiver or hosting CSE shall validate whether the originator has proper permission for updating a <container> resource.

Table 10.2.x.1.1 <container> UPDATE flow
	
	Description

	Call flow type
	UPDATE

	Pre-conditions 
	Originator needs to retrieve a resource

	Information on Request message
	cn: the attributes which is updated. 

Note: Technically, if PUT method is used to update the any of attributes, all the attributes including mandate and updated attributes will be contained in the cn. If POST method is used to update the any of attributes, only the updating attributes out of all the attributes will be contained. (Discussion for WG2/WG3).

	Local processing on Hosting CSE
	No change from the basic procedure (clause 10.1.1.3)

	Information on Response message
	No change from the basic procedure (clause 10.1.1.3)

	Post-condition 
	None

	Exceptions
	Local processing on Hosting CSE: 

· The provided attributes are not acceptable to the Hosting CSE or mandatory attributes are not provided by the Hosting CSE.


d) 10.2.x.4
Delete <container>

This flow is used for deleting a <container> resource residing under a <container> or <locationContainer> resource.
Originator: the originator can be an Application Entity or a CSE.

Receiver or Hosting CSE: the receiver can be a CSE.
Table 10.2.x.1.1 <locationContainer> RETRIEVE flow
	
	Description

	Call flow type
	DELETE

	Pre-conditions 
	Originator needs to retrieve a resource

	Information on Request message
	No change from the basic procedure (clause 10.1.1.4)

	Local processing on Hosting CSE
	No change from the basic procedure (clause 10.1.1.4). Must check for child resources and delete all child resources unless those are linked to other parent resource.

	Information on Response message
	No change from the basic procedure (clause 10.1.1.4)

	Post-condition 
	None

	Exceptions
	None


Other procedures: search container for specific instances?
10.2.y
<Instance> Resource
The <instance> resource is a sub-resource of both the <instances> resources, and the resource mainly contains the actual data that is exchanged via a <container> or <locationContainer> resource. 
It also contains meta-data associated with this actual data. This can be used to gauge the interest in the actual data, before getting the actual content data, since the size of the instance’s actual data can be quite large. 

This clause shows how to create, retrieve, and delete the <instance> resource. Contrary to other resource, the <instance> resources cannot be modified once created, there is no update flow.

Editor’s Note: if we have any RW-attributes in the <instance> resource, we need to add update flow.
10.2.y.1
Create <Instance>

This flow is used for creating the attributes and the actual data of a <instance> resource residing under a <container> or <locationContainer> resource. 
Originator: the originator can be an AE or a CSE. 

Receiver or Hosting CSE: the receiver or hosting CSE shall validate whether the originator has proper permission for creating a <instance> resource.

Table 10.2.x.1.1 <Instance> CREATE flow
	
	Description

	Call flow type
	CREATE

	Pre-conditions 
	Originator needs to create a <instance> resource.

	Information on Request message
	cn: Name of <instance> resource (optional), the actual date (content), some mandatory and/or optional attributes defined in x.y.z as it is needed.

Editor’s note: x.y.z refers to the table which describes the attributes of <instance> or we can clearly state some importance attributes.
In case the <instance> resource is a sub-resource of <locationContainer> resource, no information (the actual data and attributes) shall be contained in the request message. Based on the defined ‘locationSource’ attribute in the <locationContainer> resource, the LOC CSF differently obtains location information of a target M2M Node: 

· Network-based: the hosting CSE shall first retrieve the ‘locationTargetID’ and ‘locationServer’ attribute to obtain the identity of a target M2M Node and Location Server (e.g., 3GPP location server) respectively. Then the hosting CSE shall transform this request message received from the originator into LCS Service request including the retrieved locationTargetID and locationServer information. The interface between the hosting CSE and the Location Server could be, for example, OMA Mobile Location Protocol [XX
].

· GPS-based: the hosting CSE shall interact with the GPS module installed in a target M2M Node. Detail is implementation issue (out-of-scope) of the LOC CSF.

· Sharing-based: the hosting CSE requests information for inferring location stored in other M2M Node (e.g., location information of the M2M Node to share) over Y reference point.

Editor’s Note: Detail flow of sharing-based is FFS


	Local processing on Hosting CSE
	No change from the basic procedure (clause 10.1.1.1)

	Information on Response message
	In case the <instance> resource is a sub-resource of <locationContainer> resource, the response contains the location information of a target M2M Node.


	Post-condition 
	None

	Exceptions
	Local processing on Hosting CSE: 

· The provided attributes are not acceptable to the Hosting CSE or the Hosting CSE does not provide mandatory attributes.


10.2.y.2
Retrieve <Instance>

This flow is used for retrieving the attributes and the actual data of a <instance> resource residing under a <container> or <locationContainer> resource.
Originator: the originator can be an AE or a CSE.

Receiver or Hosting CSE: the receiver or hosting CSE shall validate whether the originator has proper permission for retrieving a <instance> resource.

Table 10.2.x.1.1 <instance> RETRIEVE flow
	
	Description

	Call flow type
	RETRIEVE

	Pre-conditions 
	Originator needs to retrieve a <instance> resource

	Information on Request message
	No change from the basic procedure (clause 10.1.1.2)

	Local processing on Hosting CSE
	No change from the basic procedure (clause 10.1.1.2)

	Information on Response message
	No change from the basic procedure (clause 10.1.1.2)

	Post-condition 
	None

	Exceptions
	None


10.2.y.3
Delete <instance>

This flow is used for deleting a <instance> resource residing under a <container> or <locationContainer> resource.
Originator: the originator can be an Application Entity or a CSE.

Receiver or Hosting CSE: the receiver or hosting CSE shall validate whether the originator has proper permission for deleting a <instance> resource.

Table 10.2.x.1.1 <instance> RETRIEVE flow
	
	Description

	Call flow type
	DELETE

	Pre-conditions 
	Originator needs to delete a <instance> resource.

	Information on Request message
	No change from the basic procedure (clause 10.1.1.4)

	Local processing on Hosting CSE
	No change from the basic procedure (clause 10.1.1.4)

	Information on Response message
	No change from the basic procedure (clause 10.1.1.4)

	Post-condition 
	None

	Exceptions
	None


## end of proposed text ##
3. Further discussion points to consider
This section is meant to capture views of individuals or companies about a certain topic or aspect described in the proposal above.
About this section, my interpretation is that it is meant for people to exchange thoughts and the contents are not meant to be included in the contribution, unless some people have specific texts that they want to be included. Once we gathered the information, we can capture the consensus in the contribution and we may also capture the topic(s) in editor’s notes. 
Topic A   Is DMR for “M2M user data only” or for both “control” and “user data” 
Guang’s view is: This issue was raised when we were developing the DMR CSF texts. I have viewed the DMR as for “user data”. “Control data”, for example, CSE registration information, will be stored by the resources associated with the registration CSE. However what Lionel talked made me thinking that maybe there is commonality of the control data and  they can be represented by a certain structure with a resource type to differentiate the different types of control data. Once we gather the resources for the CSFs we would have better idea if the control data and user data can be represented together or not. 
Lionel’s view is: DMR's main functions is to organize the data in a CSE. This data is described in a generic resource/instances as described in this document. To me, data is data whatever CSF it relates to. If there is a REST interface to access this data, then DMR can have procedures to manage any data in the CSF. This means the resources of DMR, the way they relate with each other (parent/child) and the call flows can be reused for all CSFs.

 Note: Data not accessed through the REST API is out of scope of DMR (for example management procedures on Y interfaces). 

If the resource/instance construct is generic enough to accommodate all CSFs, it can actually be moved to the section 9.5.1 to replace the resource template and make resource/instance the common resource. We can refine it if needed. Other CSFs just need to specify which special attributes they need in resource/instance 
This side steps the debate of which CSF manages what data. I still believe that DMR manages all data but this point will be mute as we move to a resource oriented architecture and CSFs go away.
Hongbeom’s view is: It is very tricky for me to clearly answer. For example if we have, in a CSE, some resources that contains charging-related information (I can call it, ‘control data’) in the specific resource defined SCA CSF or SMG CSF, no authority to manage the ‘control data’ for DMR CSF. 
Thus, I would say that DMR CSF is only for ‘user data’. However, it is also difficult to say that only DMR CSF can take control of ‘user data’ since we have a tendency to define resource-oriented architecture and no clear relationship can be defined between resources and CSFs.
YuQi’s view is: From my view, DMR looks like a “data pool” in CSE, so it can store the “user data” from M2M Applications and “control data” from other CSFs .

 If DMR is used for “control data”, we may consider the following issues:

· The  structure of “control data” in DMR
· Which data is defined as “control data”
· The relationship between DMR with other CSFs, etc.
Shingo’s view: I prefer to using DMR to store ‘User data’ only. Because ‘control data’ need to be interpreted by CSE, that is different characteristics from ‘User data'
 

Topic B the use of “parent” and “child” link 
Guang’s view: This is a way to associate resources. It is more flexible than defining the parent and child relationship by the relative location of resources. The latter provides some benefits when the system is simple, but it is not extensible. Should there also be a “peer” relationship, for resources that are related but not necessary have the containment relationship?  
Lionel’s view:  CSEs dictate how URIs are constructed. Devices and applications will not know before hand where resources are located unless told by the CSE. Therefore, CSEs should be free to create any structure they want. What we want in oneM2M (for DMR) is to standardize the way external devices to the CSE create, retrieve and update these resources. Should these resources organized in one form or another should not matter. We could shorten the development cycle of the specification significantly if we set rules for URI Base and allow them to be linked in any way through a parent/child mechanism as described in this document. No need to discuss the position of such and such resource relative to another. oneM2M just defines new resources assuming they can be linked to each other in any way the CSE decides (that includes a tree). Yes Guang, we could also have relationships not subject to inheritance rules if we have good reasons to.
Shingo’s view: I disagree with have those attributes (both paraent and child). Once we design Resource based those  paranet-child relationships  should be represented as structured data. Similar concept is ‘Folder’ and ‘File’ in file system in OS.   In my understanding <container> is like Folder, and <instace> is like a File.
My preferred way to implement same functionality is allows CREATE/DELETE child <container> at ‘current’ <container>.  We can still CREATE/DELETE on <instance> by specifying parameter for operation (or CREATE special MIME type for ‘serialized <container> node’ with its Name)
Topic C how do we support meta-data 

Guang’s view: I need to understand more about that Shingo means by “meta-data”. If it is the description of the data, we are already including some. I agree that more meta-data should be supported. Data semantics should be supported eventually. Semantics should be supported both at the local CSE, and references to semantic at a semantic server. 
Lionel’s view:  I need more information about Shingo's proposal to express an opinion. 
Hongbeom’s view: I need more information too. However, my first question is that, what is the difference between ‘attributes’, what we have in this contribution, and ‘meta-data’. From ETSI TC M2M definition, ‘attribute’ is meta-data that provides properties associated with a resource representation. More detail, if we want to define more meta-data, we can just put some common meta-data for data semantic in the <instance> resource’s attribute.
Yuqi’s view: I need first understand what “meta-data” stands for,
Shingo’s view: I meant ‘meta-data’ is information for ‘stored data’. Current proposed neigher <container> nor <instance> do not maintain information about the structure of data. But that is obviousM2M data should be organized as structured form since most of M2M Device has structured data inside.
Another reason to have ‘meta-data’ is to support semantics in near future. Attributes of resource may have some difficulty on representing application specific extension. For example, even if the content-t ype was repsented as ‘application/json’, application cannot handle it without further informationlike ‘This is SEP 2.0 data in JSON format’. That might be solved by application-id but I cannot believe we can manage such a registry in oneM2M for world-wide. 
Topic D Relationship between <container>, <locationContainer> and <instance>

Hongbeom’s view: I strongly believe that <container> and <locationContainer> resources can share the sub-resource, <instance> resource since the <instance> contains any types of data such as image, music, text. Location information can be represented by text-based data (e.g. longitude/latitude, civic address) and no need to define any redundancy. Therefore, I put some LOC CSF related description in the <instance> call flows.
Next question is that ‘do we need <locationContainer> not using just <container>?’ Yes. <container> is can be used for the case that an AE need to store and share any data in the <instance> and <container> resource. However, location related information can be set by the AE, if the location information is provided by the location server (e.g. 3GPP location server), so some specific attributes are needed such as address of location server.  
Shingo’s view: I think we can handle them as same, but it depends on use case. As I mentioned in Topic A, if the location is matter of ‘user data’, the answer is YES definitely. For example, his data is came from the device located  LOC:X, LAT:Y.
However, if the location is retrieved for management purpose,  like we need to know the device A’s location, this inquery should go through DMG (Device Management) CSF.
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�Do we need search string?


�<instance>’s multiplicity is 0..n


�Could someone provide me why we need to define expirationTime for each instance? 


�I think we discussed and agreed to add it at the first DMR conference call.


�I don’t see any variation to the generic call flows, should we keep that?


�Is it too obivious?


�This content is location related, I suggest to remove it


�My view is that this topic is super important but I would suggest to separate this discussion about what is contained in the data versus how the data is organized and presented


�OMA-TS-MLP-V3_3-20110719-A: "Mobile Location Protocol", Version 3.3


�We should remove this content, it is location specific


�We should remove this content, it is location specific


�Lionel, do you mean that ‘device management procedure on Y reference point (mc interface).
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