	Doc# oneM2M-ARC-2013-0437R02-CR_for_clause_8_2_non_blocking_procedures_to_access_resources.doc
Change Request
	[image: image8.png]






	CHANGE REQUEST

	Group Name:*
	ARC 

	Source:*
	Qualcomm Inc. (TIA)

	Format:*
	CR against TS0001v0.1.2 including change marks

	Date:*
	2013-10-05

	Contact:*
	Josef Blanz (jblanz@qti.qualcomm.com)

	Reason for Change/s:*
	This CR is proposing changes to clarify how synchronous procedures to access resources could be specified such that synchronous and asynchronous processing could be accomplished without enforcing potentially long blocking times

	Clause/Sub Clause

Affected*
	8.2

	Agenda Item:*
	

	Work item(s):
	WI-0002 Architecture

	Document(s) 

Impacted*
	Architecture TS 0001v0.1.2

	Intended purpose of

document:*
	 FORMCHECKBOX 
 Decision

 FORMCHECKBOX 
 Discussion

 Information

 Other <specify>

	Decision requested or recommendation:*
	Incorporate the proposed changes into the TS


oneM2M Notice
The document to which this cover statement is attached is submitted to oneM2M.  Participation in, or attendance at, any activity of oneM2M, constitutes acceptance of and agreement to be bound by terms of the Working Procedures and the Partnership Agreement, including the Intellectual Property Rights (IPR) Principles Governing oneM2M Work found in Annex 1 of the Partnership Agreement.
Rationale
We cannot expect that an Originator will always be able to wait for a ‘synchronous’ response when accessing a resource, i.e. a response that is in synch with the completion of the requested operation. So far in Clause 8.2 it is assumed that such “Blocking” requests are used. In practice this may lead to  possibly long blocking times for pending request, especially when they target remotely hosted resources or the access to resources is very slow.
In case this blocking or requests takes a (very) long time, we need a way to respond to the originator before the operation has completed and allowing the originator to get the result of the requested operation later on.
For instance power-constraint devices acting as an Application Dedicated Node may not be able to wait for a response, not even a short time. They may want to express a request as quickly as possible and find out if the Local CSE got the request and then go sleep ASAP. If needed at all, they may poll the result of the requested operation when they wake up next time.

Even for devices that are not power constraint, long blocking periods for pending requests may require to program AE with multiple threads, which is not always feasible.
More capable Originators may actually want the local CSE to send back the result of an operation to a specific reference (URI) as an asynchronous notification that the Originator can handle.

Therefore, we need a way to respond to the Originator before the operation has completed and allowing the originator to get the result of the requested operation later on
This is partially anticipated by some of the parameters in clause 8.1.2 (response type)… but the concept is not consistently defined in the specs so far.

The attached CR is aiming at fixing this.

==================== Start Text Proposal ===================

8.2
Procedures for Accessing Resources

This clause describes the procedures for accessing the resources. The procedures include: 

· Generating Responses to the Requests for accessing resources,

· Accessing the resources that may be located in different CSEs.

Editor’s Note: Other procedures related to accessing the resources are FFS.

8.2.1
Generating Responses

The following types of Responses are supported for accessing the resources over the X and Y reference points:

· Success: indicates to the Originator that the Request has been executed successfully by the Hosting CSE.

· Failure: indicates to the Originator that the Request has not been executed successfully by the Hosting CSE.

Both, the Success and the Failure Response types may convey other information – e.g. the result of the requested operation – also to the Originator of the Request. More specific details on what other information shall be conveyed with the responses may be defined by using the ‘rc’ information as part of the original request, see clause 8.1.2.
Detailed Success and Failure codes are provided in the Protocol specifications.

Editor’s Note: References to Protocol specifications will be provided when available.

· 
In addition to the above mentioned Success and Failure Response types, there is another Response type that indicates an Acknowledgement of the Request. This indicates to the entity that issued the Request that the Request has been received and accepted by the attached CSE,  i.e. by the CSE that received the request from the issuing entity directly , but it has not executed the Request yet. The Success or the Failure of the execution of the Request is to be conveyed later.

Editor's Note: Details of Acknowledgement Response type is FFS.

8.2.2
Accessing Resources in CSEs – Blocking Requests
For the procedures described herein, the addressed resource can be stored in different CSEs. Table 8.2.2-1 describes the possible scenarios, where the addressed resource may be on the local-CSE or on a CSE located elsewhere in the oneM2M System.
In this sub-clause – for simplicity – it is assumed that the Originator of a request can always wait long enough to get a response to the request after the requested operation has finished. This implies potentially long or unknown blocking times (time for which a pending request has not been responded to) for the Originator of a request.
For scenarios that avoid such possibly long blocking times, sub-clause 8.2.3 specifies mechanisms to handle synchronous and asynchronous resource access procedures via returning appropriate references.
Editor’s Note: How the target of a Request (i.e, an Application or local/hosting CSE) is identified and addressed, is FFS.

Editor’s Note: A message (Request, Response) can be forwarded immediately or forwarded at a later time (e.g in the case of congestion).The procedures related to the forwarding of the Request at a later time are FFS.

Table 8.2.2-1 Accessing Resources in different CSEs

	Traversals across X/Y Reference Points
	Description
	Reference

	No Hops
	The Originator of the Request accesses a resource.

The Originator of the Request can be an Application or a CSE.

Local CSE and Hosting CSE are the same entity.

The CSE shall check the Access Rights for accessing the resource.

Depending on the expected result content, the CSE shall respond to the Originator of the Request, either with a Success or Failure Response or not at all.
	Figure 8.2.2-1

	1 Hop
	The Originator of the Request accesses a resource.

The Originator of the Request may only be an Application.

Local CSE and Hosting CSEs different entities.

Local CSE shall forward the Request to the Hosting CSE, after an optional checking of the Access Rights for accessing the resource and the syntax of the Request message. The forwarding of the request is the responsibility of the CMDH CSF and has to be carried out in line with provisioned policies.
Hosting CSE shall check the Access Rights for accessing the resource and depending on the expected result content respond with a Success or Failure Response or not at all.
	Figure 8.2.2-2

(Editor's Note-1)

	Multi Hops
	The Originator of the Request accesses a resource.

The Originator of the Request may be an Application or a CSE.

Local CSE, Intermediate CSE(s) and the Hosting CSE are different entities.

Local CSE shall forward the Request to an Intermediate CSE (e.g. MN-CSE) that the Local CSE is registered with, if it cannot communicate with the Hosting CSE directly. An optional checking of the Access Rights for accessing the resource and the syntax of the Request message may be performed prior to forwarding the Request. The forwarding of the request is the responsibility of the CMDH CSF and has to be carried out in line with provisioned policies.
Intermediate CSE may forward the Request to another Intermediate CSE (e.g. another MN-CSE) that the Intermediate CSE is registered with, if it cannot communicate with the Hosting CSE directly. An optional checking of the Access Rights for accessing the resource and the syntax of the Request message can be performed prior to forwarding the Request. The forwarding of the request is the responsibility of the CMDH CSF and has to be carried out in line with provisioned policies.
The Intermediate CSE shall forward the request to the Hosting CSE. An optional checking of the Access Rights and the syntax of the Request message can be performed prior to forwarding the Request. The forwarding of the request is the responsibility of the CMDH CSF and has to be carried out in line with provisioned policies.
Hosting CSE shall check the Access Rights for accessing the resource and depending on the expected result content respond with a Success or Failure Response or not at all.
	Figure 8.2.2-3

(Editor's Note-2)


	Editor's Note-1: One-Hop case could potentially include the CSE-to-CSE communication also. The need for such procedures is FFS.

Editor's Note-2: The multi-hop procedures addresses the scenario when the target is on a specific remote CSE. How a flow will works when the target is distributed on multiple remote CSEs is FFS.
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Figure 8.2.2-1: Originator accesses a resource on the Local CSE (No Hops)
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Figure 8.2.2-2: Application accesses a resource at the Hosting CSE (One Hop)
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Figure 8.2.2-3: Originator accesses a resource at the Hosting CSE (Multi Hops)
8.2.3
Accessing Resources in CSEs – Non-Blocking Requests
8.2.3.1
Response with Reference to Result of Requested Operation

In case the Originator of a request has asked for only responding with an Acknowledgement of the request and a reference to the result of the requested operation – see ‘rt’ information in clause 8.1.2 – it is necessary to provide a prompt response to the Originator with a reference to an internal resource on the Local CSE, so that the Originator can retrieve the outcome of the requested operation at a later time. The details of such an internal resource are defined in clause 9.6.X. The reference to such an internal resource is provided in the response to the request. The abbreviation Req-Ref is used for simplicity in the figures of the following clauses.
Two different cases are defined in the following two clauses for allowing the Originator of a request to retrieve the result of a requested operation.
8.2.3.2
Synchronous Case
In the synchronous case, it is assumed that the Originator of a request is not able to receive asynchronous messages, i.e. all exchange of information between Originator and Local CSE need to be initiated by the Originator.

In that case the information flow depicted in Figure 8.2.3.2-1 is applicable. For the flow depicted in Figure 8.2.3.2-1 it is assumed that completion of the requested operation happens before the Originator is trying to retrieve the result of the requested operation with a second request referring to the Request-ID provided in the response to the original request.
Another variation of the information flow for the synchronous case is depicted in Figure 8.2.3.2-2. In this variation it is assumed that the requested operation completes after the second request but before the third request sent by the Originator.

Equivalent information flows are valid also for cases where the target resource of the requested operation is not hosted on the Local CSE. From an Originator’s perspective there is no difference as the later retrieval of the result of a requested operation would always be an exchanges of request/response messages between the Originator and the Local CSE using the reference to the original request.

[image: image4.emf]Originator

Receiver -1

(Local CSE = Hosting CSE)

The addressed resource 

is stored here.

Request (access resource)

Response (Req-Ref)

Request (RETRIEVE Req-Ref)

CSE verifies Access Rights

CSE generates response in 

line with meta information 

‘mi’ of original request.

If permitted, the CSE 

accesses the target 

resources and records the 

result of the operation in an 

request-specific internal 

resource

CSE verifies Access Rights

timeout reached

Response( result)


Figure 8.2.3.2‑1 Non-blocking access to resource in synchronous mode (Hosting CSE = Local CSE), requested operation completed before second request. 
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Figure 8.2.3.2‑2 Non-blocking access to resource in synchronous mode (Hosting CSE = Local CSE), requested operation completed after the second but before the third request. 

8.2.3.3
Asynchronous Case
In the asynchronous case, it is assumed that the Originator of a request is actually able to receive notification messages, i.e. the Local CSE could send an unsolicited message to the Originator at an arbitrary time to update a notification target.

In that case the information flow depicted in 
Figure 8.2.3.3-1 is applicable. In this caseit is assumed that the Originator of the request provided a reference – notificationReference – for notification when the result of the requested operation is available. 
Equivalent information flows are valid also for cases where the target resource of the requested operation is hosted on the Local CSE. From an Originator’s perspective there is no difference as the later notification of the result of a requested operation would always be an exchange of request/response messages between the Originator and the Local CSE using reference to the original request.
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Figure 8.2.3.3-2 Non-blocking access to resource in notification mode (Hosting CSE not equal to Local CSE), Originator provided reference for notification.
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