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Rationale
In this CR, a description of information flows to define CMDH processing from CSE-to-CSE is proposed. The description is based on a simple case for an UPDATE request targeting a remotely hosed resource via 2 hops. A stage-2 information flow is provided that does not cover protocol specific features (handshaking, confirmation from target to source CSE etc.) which should be handled in WG3 PRO.
The suggested information flow and the textual description are assuming that no result of the requested operation has to be sent back to the Originator. This assumption has been selected as it is the most simple scenario. More complicated scenarios including the feedback of operation results to the Originator can be drafted when consensus on this simple scenario is reached.
==================== Start Text Proposal ===================

10.2
Access to Remotely Hosted Resources via CMDH CSF

The information flow depicted in Figure 10.2-1 defines the exchange of request/response messages for processing a request targeting a resource that is not hosted on the Local CSE of the request Originator. The following assumptions hold:
· Originator is AE1
· AE1 is registered with CSE1, i.e. CSE1 is the local CSE for AE1.
· The original request is an ‘UPDATE’ to a remote resource hosted on CSE3, i.e. CSE3 is the Hosing CSE for the target resource.
· 'UPDATE' options in the original request are selected such that no feedback after completion of the update operation was requested, i.e. AE1 decided that it does not need to hear back from CSE3; this is expressed by setting the ‘rc’ information in 'mi' to ‘None’, see Clause 8.1.2.
· Delivery related parameters included in 'mi': ‘et’, ‘ec’ and ‘rp’
· et would reflect how long the request can be active
· ec  indicates the event category that should be used by CMDH to handle this request
· rp would reflect how long after the request has been expired, the local request resources should still be available for retrieving status information.
· CSE1 is the CSE of an Application Service Node.

· CSE1 is registered with CSE2 and interacts with CSE2 via the reference point Y1.

· CSE2 is the CSE of a Middle Node

· CSE2 is registered with CSE3 and interacts with CSE3 via the reference point Y2
· CSE3 is the CSE of an Infrastructure Node.
Under these assumptions, the Originator AE1 is getting a confirmation from CSE1 when the original request is accepted. The response indicates only that CSE1 has accepted the request and will execute on the requested operation. Furthermore, AE1 has expressed by setting ‘rc’ to ‘None’ that no result of the requested operation is expected to come back from CSE3. With the provided M2M-Request-ID (Req-ID in Figure 10.2-1), AE1 can retrieve the status of the issued request at a later time, for instance to find out if the request was already forwarded to CSE2 or if it is still waiting for being forwarded on CSE1. Before accepting the request from AE1, CSE1 has also verified if the delivery related parameters expressed by AE1 (settings of ‘et’ and ‘ec’) are in line with provisioned policies. AE1 may not be authorized to use certain values for ‘et’ or ‘ec’.
In line with the delivery related parameters, CSE1 is generating a local <delivery> resource on CSE1 and attempts to forward the content of it in line with provisioned policies at a suitable time and via a suitable connection to CSE2 by requesting the creation of a <delivery> resource on CSE2.
CSE2 may confirm the acceptance of the request for creation of a <delivery> resource to CSE1. Confirmation of acceptance of a request to create a <delivery> resource between two CSEs – here the acceptance by CSE2 indicated to CSE1 – is subject to details in protocol specifications and may not always occur in CMDH processing.
When CSE2 has accepted the incoming request from CSE1, CSE1 shall update the status of the local <delivery> resource to indicate that it has been forwarded to CSE2. CSE1 shall also update the status of the original request to indicate that it has been forwarded. 
When CSE2 has received (and accepted) the request to create a local <delivery> resource, it will attempt to forward it to CSE3. In line with the delivery related parameters, CSE2 is generating a local <delivery> resource on CSE2 and attempts to forward it in line with provisioned policies at a suitable time and via a suitable connection to CSE3 by requesting the creation of a <delivery> resource on CSE3.
CSE2 may confirm the acceptance of the request for creation of a <delivery> resource to CSE2. Confirmation of acceptance of a request to create a <delivery> resource between two CSEs – here the acceptance by CSE3 indicated to CSE2 – is subject to details in protocol specifications and may not always occur in CMDH processing.
When CSE3 has accepted the incoming request from CSE2, CSE2 shall update the status of the local <delivery> resource to indicate that it has been forwarded to CSE3. 
When CSE3 has received (and accepted) the request to create a local <delivery> resource, it will determine that the target of the delivery was CSE3 itself. Therefore it will forward internally the original request contained in the data attribute of the <delivery> resource.

Within CSE3, CSFs that are responsible for checking and executing local access to resources will execute the originally requested UPDATE operation. If successful, the targeted resource will be updated with the content provided by the Originator.
Since in the depicted case no result needed to be sent back to the Originator, the processing for the requested operation is then completed..
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Figure 10.2-1 CMDH information flow for 2 hops – no result needs to be returned after operation completes
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