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1 Introduction
This contribution contains resource, locationContainer, related to the LOC CSF. 
Each M2M node (using our ARC term) has physical location such as position fix, floor on which the node is located and room number in which it is located and If a CSE in the M2M node has location information as common service resource, it will be useful for that reasons,

1)  Multiple M2M Application Entities in the M2M Node (e.g., ASN) simply retrieve the location information stored in the resource, <locationContainer> for LBS (Location-based Services).
2) CSE takes complexity but M2M AEs can be simpler with respect to obtaining location information

There are three ways (based on the LOC CSF description) how the LOC CSF obtains and manages geographical location information of an M2M Node. (Called it locationSource)
A. By interacting with a location server in the underlying network (e.g. 3GPP Location Server) – Location Server based
B. By interacting with a GPS module in the M2M Node – Location Device based
C. By interacting with information for inferring location stored in other M2M Nodes – Sharing based
[Operation]

1. An M2M AE can create a <locationContainer> with configuration such as locationSource (see the table 9.5.x-2) , the period for updating location information of the M2M Node based on the application-requirement.

2. The LOC CSF obtains the location information following the defined locationSource and stores it into the created location container.
3. The LOC CSF can internally update the location information based on the defined period.
4. When the M2M AE wants to change the period, the AE update the attribute and the LOC CSF follows the period for updating the location information.

2
Proposal

9.5.x
Resource <locationContainer>
<locationContainer> resource represents geographical location information of a M2M entity. Generally, the <locationContainer> resource can be created below the <container> resource.
Note: Geographical location information is more than longitude and latitude.
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Figure
9.5.x.1: Structure of <locationContainer> resource

This resource shall contain the child resources according to their multiplicity in Table 9.5.x-1 (0 indicated the optionality of the child resource).
Table 9.5.x-1: Child resources of <locationContainer> resource 
	Child Resource Name
	Child Resource Type
	Multiplicity
	Description

	Instances
 
	<collection> of <Instance> resources
	1
	See Clause x.y.z. Collection of zero or more instances of location information of a M2M entity. Each <Instance> resource contains the geographical location information and related attributes.


Editor’s note: after WG discuss and agree to the generic instance resource in a container and only if there are differences, <locationInstance> resource will be defined a child resource of the <locationContainer> resource.
The resource shall contain the attributes according to their multiplicity in Table 9.5.x-2 (0 indicated the optionality of the attribute).
Table 9.5.x-2: Attribute of <locationContainer> resource

	Attribute Name
	Multiplicity
	RW/

RO/

WO
	Description

	expirationTime
(common attribute)
	1
	RW
	See clause x.y.z
Absolute time after which the resource will be deleted by the hosting SCL. This attribute can be provided by the issuer, and in such a case it will be regarded as a hint to the hosting SCL on the lifetime of the resource.

	accessRightID
(common attribute)
	1..n
	RW
	See clause x.y.z 
URI of an access rights resource. Must refer to the access right resource which controls the privacy of the location information retrieval.

	creationTime
(common attribute)
	1
	RO
	See clause x.y.z
Time of creation of the resource

	lastModifiedTime
(common attribute)
	1
	RO
	See clause x.y.z
Last modification time of a resource

	searchStrings
(common attribute)
	0..1
	RW
	See clause x.y.z
Tokens used as keys for discovering resources

	maxNumOfInstances
	0..1
	RW
	Maximum number of bytes that is allocated for a <locationContainer> resource for the overall instances.

	maxByteSize
	0..1
	RW
	Maximum number of instances of a <locationContainer> resource.

	locationSource
	1
	RW
	Indicates the source of location information 

1. Application-generated
2. Network based
3. GPS based
4. Sharing based

	locationUpdatePeriod
	1
	RW
	Indicates the period for updating location information. If the value is marked ‘0’ or not defined, location information is updated only when a retrieval request is triggered.

	locationTargetID
	1
	RW
	The identifier to be used for retrieving the location information of a remote Node and this attribute is only used in the case that location information is provided by a location server.

	locationServer
	1
	RW
	Indicates the identity of the location server. This attribute is only used in that case location information is provided by a location server.


Editor’s Note: some attributes marked with (common attribute) are potential common attributes.
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