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1. Rationale
1.1 Data mirroring capability of DMR CSF
OneM2M System provides data management by DMR CSF. As described in the oneM2M-ARC-2013-0381R01-Functional_Architecture_Spec_TS-0001_v0_1_0, DMR CSF supports the physical replacement of M2M devices and/or Gateways in terms of the stored data. We think this description is about the mild replacement or migration in the situation that the node to be substituted can participate in the replacing or migrating operation. If a node is suddenly shut down or suddenly fails, oneM2M System cannot replace the node in terms of the stored data and cannot recover the data.  For serious applications such as energy/factory manipulation or healthcare services, data loss in some time can be critical. So we propose additional description of DMR CSF about data mirroring capability. We will explain this capability using the following figure. 
[image: image1]
When some critical data need to be stored, AE set data-mirroring condition and MN A collect/store data as usual. In addition to the usual collecting/storing data, MN A sends the collected data to MN B for data mirroring. Then MN B store the data for backup. When MN A is suddenly shutdown, oneM2M System replaces MN A to MN B and recover the critical data using previously mirrored data in MN B. The decision of critical data is made by the application that produces the data. The applications decides when to start data-mirroring and when to stop the mirroring based on their needs.
1.2 data mirroring process overview
The following figure is the example explanation of data mirroring process.

[image: image2]
The application 1 decides when to start mirroring based on their needs. The application requests data-mirroring to the DMR-CSF on the middle node A (We call this as a primary node). The DMR-CSF decides the other node (We call this as a secondary node) that can mirror the data of application 1 by querying to the infrastructure node. After the secondary node is set, the DMR-CSF on the primary node request data mirroring to the DMR-CSF on the secondary node. In this time, the data of the application 1 is exists on both the primary node and the secondary node. When the primary node suddenly fails, we can recover and use the data of application 1 stored on the secondary node. If the data-mirroring is no longer necessary, the application 1 request the release of data-mirroring to the DMR-CSF on the primary node. And the primary node revokes the data-mirrorng. After the revocation, the data of the application 1 is only exists on the primary node.
1.3 Related requirements. 
Following requirements are related to this proposal.
	Requirement ID 
	Description 

	OSR-022
	When some of the components of M2M System are not available (e.g. WAN connection lost), the M2M System shall be able to support the normal operation of components of the M2M System that are available.

	OSR-034
	The M2M System shall support seamless replacement of M2M Devices as well as M2M Gateways (e.g., redirecting traffic, connection, recovery, etc.).

	OSR-067
	The oneM2M System shall be able to take operational and management action as requested by M2M Applications.


 2. Proposals
We propose following additional descriptions for DMR CSF to be included into the section 6.2.3.2 of Function Architecture TS.

---Start of additional descriptions ---
6.2.3.2
Detailed Descriptions

DMR CSF shall provide the capability to store data such as Application data, subscriber information, location information, device information, semantic information, communication status, access permission, etc. The "data" stored by the DMR CSF enables management of the data and provides the foundation of Big Data. Further, the DMR CSF shall be able to support the physical replacement of M2M Devices and/or Gateways in terms of the stored data. And the DMR CSF shall be able to support mirroring data of Application for the critical data recovery and backup.
The DMR CSF shall support transfer of data to/from the AEs, other CSFs and remote CSEs. The DMR CSF shall support transfer of data regardless of the peer entity being on-line or not. The DMR CSF shall support operations such as Create, Read, Update and Delete. The DMR CSF may associate event categorization (e.g., normal, urgent) with the data for supporting differentiated services. External entities such as AFs, other CSFs or remote CSEs shall be able to be granted access to the data in the DMR CSF based on defined policies.

1. Editor's Note:  Needs to clarify what is meant by "peer entity" being on-line or not. Is the reference to peer-CSE or something more than that. 

The organization of the data helps describe how they relate with each other and how they are addressed. DMR CSF shall allow removal, addition, search of the data. The DMR CSF shall support structured data. Some structures may be specified by oneM2M, others may not. Elements of data stored in the DMR CSF shall be uniquely addressable.

The DMR CSF shall support aggregating the data from the same device or from different devices.

The DMR CSF shall enable the sharing of the data amongst local CSFs, remote CSEs and AFs.

Contextual information such as data types, semantic information, time stamps, location etc. shall complement the data stored by the DMR CSF. This will allow the DMR CSF to access and search the data based on a rich set of parameters. The DMR CSF shall be able to trigger data processing based on access to its data.

Semantic information needs to be available on the data that are transferred within the oneM2M system. The DMR CSF shall provide functions annotating such semantic information to M2M data and exposing M2M resources using the semantic information so that the M2M resources can be discovered by applications that do not have prior knowledge of them. The DMR CSF shall be responsible for enabling applications to discover, interpret and use M2M data from different sources.  

2. Editor's Note: Semantics related capabilities are FFS subject to discussions in MAS (WG5) WG.

---End of additional descriptions---
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