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Introduction
Some of the intended outcomes of the WG3 Work Item WI 0008 are to make oneM2M protocol interworking easier with other protocols and to generate a more inclusive set of oneM2M specifications, which are more likely/easier for industry, segments to adopt. Having started to analysis deployed protocols, we see that some have similar functions but use different mechanisms or different ways of expressing a mechanism. By including deployed protocol mechanisms and/or expressions inter-working between oneM2M will be easier. Conceptually an information element (maybe a resource) can be considered to be multi-protocol when viewed per the figure 1 below.

[image: image1.jpg]



Figure 1 - Contents of a multi-protocol information element
As an example, consider what policies may be desirable for subscribers to have to about being notified. For scenarios where less message chattiness is desirable, aggregation of notifications into batches, sent when the subscriber wants notifications could be one native oneM2M policy. For scenarios where a constrained node is the subscriber is used, which may be unable to function properly if it were to receive too many notifications per unit time, a rate limiting policy could be applied. So we could have two native oneM2M subscription notification policies within a subscription resource. 
1. Batch notification: if set, accumulate notifications to be sent per “schedule”. E.g. 3-5am, 4-6pm, daily. If not set then send notifications immediately.

2. Rate limiting: if set, then drop pending notifications after “count” notifications have been sent within each “duration” time. E.g. count =1,000, duration = 1 minute.
Subscription notification is a fairly common function across deployed protocols. Looking at two protocols from WG3 Work Item WI 0008, (TR-0009) MQTT and XMPP. 
We could take from both the MQTT “Retained message” function and XEP-0163 “sending the last published item”:
3. New subscription: if set, then notify the new resource subscriber of the subscribed resource event prior to their subscription becoming active, (if available). We could choose to make this default behaviour or to set the behaviour in an attribute.
We could derive from XEP-0163 “sending the last published item” (for MQTT this would assume “durable” sessions)
4. Reachability notification: following a period of unreachability, when the resource subscriber becomes reachable, we could either send no prior notifications, send all pending notifications, or just the last pending notification. E.g. reconnectNotify = none, reconnectNotify = last, reconnectNotify = all, etc.
By including inputs derived from XMPP and MQTT in information elements, we should find that interworking translation will be easier. This is what is proposed below.
It is for further study in conjunction with current Ad hoc ARC discussions whether additional benefits of this principle might accrue in the future, for example:

· deployed protocols augmentation by native oneM2M functions within multiprotocol information elements e.g. add oneM2M charging to MQTT
· deployed protocol augmentation by other deployed ptotocols functions within multiprotocol information elements

· (or even further in the future) easier migration from deployed protocol to native oneM2M protocol

This contribution proposes to add policies to clause 9.6.9. 
Some of those policies lead to storage of notification events, e.g. batch policy, therefore to indicate the relative priority to retain certain notification events over others belonging to the same subscriber in the case of storage congestion, a priority for these notification events is specified.

Depending upon how subscriber identity is tracked we may need to add subscriberID into <subscription>, it is FFS.

Also, a notificationCongestionPolicy will be needed at the CSE level, which would indicate what action to take when there is storage congestion. It is FFS, but could for example, specify:

1. Immediately send (if possible) enough of the oldest notification events to free up sufficient storage, and if send fails then
2. Drop enough of the lowest priority notifications to free sufficient space for new higher priority notification events. The age of lowest priority events is to be used as a tie-breaking criteria,
------------------------------------------------------START OF FIRST CHANGE--------------------------------------------------

9.6.9
Resource Type subscription
The <subscription> resource contains subscription information for its subscribed-to resource.

The list of subscribable resources is as follows.

· <entity> resource (see clause TBD)

· <application> resource (see clause TBD)

· <accessRight> resource (see clause 9.6.2)

· <container> resource (see clause 9.6.3)

· <group> resource (see clause 9.6.5)

Editor’s Note: It is not yet clear how or where to best to explain the applicability of the resource <subscription>. Subscribable resources can be added to the list above, Non-subscribable resources can also be added to the list above, and/or we could ensure that the applicability of the resource <subscription> is clearly described with each resource, removing or keeping the list here.

The <subscription> resource shall represent a subscription to a subscribed-to resource. An Originator shall be able to create a <subscription> resource when the originator has RETRIEVE permission to the subscribable resource. The Originator of a <subscription> resource becomes a resource subscriber. 

When a modification to the subscribed-to resource occurs, that modification is compared to the criteria attribute to determine whether a notification is to be sent to the resource subscriber.

Editor’s Note: The access rights of the <subscription> resource is FFS. It may need <accessRight> and/or creator attributes to be added. 
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Figure 9.6.9-1: Structure of <subscription> resource 
(only resource specific attributes are shown)

Table 9.6.9-1: Child resources of <subscription> resource
	Child Resource Name
	Child Resource Type
	Multiplicity
	Description

	notificationSchedule
	<schedule>
	0..1

	See clause 9.6.x


The <subscription> resource shall contain the attributes described in Table 9.6.9-2
Table 9.6.9-2: Attributes of <subscription> resource

	Attribute Name
	Multiplicity
	RW/
RO/
WO
	Description

	expirationTime
	1
	RW
	See section 9.6.1 where this common attribute is described.

	creationTime
	1
	RO
	See section 9.6.1 where this common attribute is described.

	lastModifiedTime
	1
	RO
	See section 9.6.1 where this common attribute is described.

	filtercriteria
	0..1
	RW
	See section 9.6.1 where this common attribute is described.

	expirationCounter
	0..1
	RW
	When the number of notifications becomes the same as this counter, the <subscription> resource shall be deleted.

	notificationURI
	1..n
	RW
	URI where the resource subscriber will receive notifications.

	aggregationURI
	0..1
	RW
	URI to aggregate notifications from group members of a <group> resource.

	batchNotify
	0..1
	RW
	Indicates that notifications should be batched for delivery

	rateLimit
	0..1
	RW
	Indicates that notifications should be rate-limited

	newSubscriptionNotify
	0..1
	RO
	Indicates the notification action to be taken for a new subscription. i.e. whether notifications prior to subscription should be sent, e.g. send prior “n” notifications, if available.

	reconnectNotify
	0..1
	RW
	Indicates the notification action to be taken following a period of unreachability, when the resource subscriber becomes reachable (e.g. send “n” iterim notificiations, if available.)

	notificationStoragePriority
	0..1
	RW
	Indicates a priority for this subscription relative to other subscriptions belonging to this same subscriber for retention of notification events when storage is congested.


------------------------------------------------------END OF FIRST CHANGE--------------------------------------------------
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