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1.  Introduction   

This contribution introduces aspects related to interworking between oneM2M Service Layer and 3GPP2 Underlying Networks. The contribution provides information on M2M deployment models supported by the 3GPP2 and the overall architecture for providing M2M services. High level aspects for establishing connectivity between oneM2M specified M2M Server and the 3GPP2 Underlying Networks are also included.

2.  Background   

This contribution is based on the R&F version of 3GPP2 X.P0068 (Network Enhancements for Machine to Machine) that relate to the architectural enhancements and deployment models for supporting Machine to Machine services in the 3GPP2 networks.

3.  
PROPOSAL

Please see below

************************* START OF Ist  CHANGE  *************************
2.2
Informative references

[i-x]
3GPP2 X.P0068, "Network Enhancements for Machine to Machine (M2M)"

************************* END OF Ist  CHANGE  *************************
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ANNEX C  : (Informative)  Interworking between oneM2M System and 3GPP2 Underlying Networks
C.1
General Concepts
Interworking between oneM2M System and 3GPP2 Underlying Networks is based on 3GPP2 X.P0068 specification [i-x].
In order to provide M2M services, interworking between oneM2M System and the 3GPP2 Underlying Network is required. M2M Applications (AEs) in the M2M UEs (M2M Nodes such as the ASNs and MNs) and the M2M Applications in the external network (Infrastructure Domain) use services provided by the 3GPP2 Underlying Network, and optionally the services provided by an M2M Server (IN-CSE). The 3GPP2 Underlying Network provides transport and communication services, including 3GPP2 bearer services and SMS.
3GPP2 Underlying Network supports several interworking models, such as the following:

· Direct Model – Direct Communication provided by the 3GPP2 Network Operator: 
The M2M Applications in the external network connect directly to the M2M Applications in the UEs used for M2M via the 3GPP2 Underlying Network without the use of any M2M Server;
· Indirect Model – M2M Service Provider controlled communication: 
Uses an M2M Server that is an entity outside the 3GPP2 Underlying Network operator domain for enabling communications between the Applications in the external network and at the UEs used for M2M. Tsp interface is an external interface that the third party M2M Server supports with the entities that are within the 3GPP2 Underlying Network domain;
· Indirect Model – 3GPP2 Operator controlled communication: 
Uses an M2M Server that is an entity inside the 3GPP2 Underlying Network operator domain for enabling communications between the Applications in the external network and at the UEs used for M2M. Tsp interface is an internal interface that the 3GPP2 Underlying Network operator controlled M2M Server supports with other entities within the 3GPP2 Underlying Network domain;
· Hybrid Model: 
Direct and Indirect models are used simultaneously in the hybrid model i.e., performing Control Plane signalling using the Indirect Model and connecting the M2M Applications in the external network and at the UEs used for M2M over User Plane using the Direct Model.

C.2
M2M Communication Models
In the indirect and hybrid models, the deployment of an M2M Server (IN-CSE) may be inside or outside the 3GPP2 Underlying Network operator domain as illustrated in Figures C.2-1 and C.2-2. When the M2M Server is part of the 3GPP2 Underlying Network operator domain (Figure C.2-1(C) and Figure C.2-2), the M2M Server is considered a 3GPP2 Underlying Network operator internal network function, is operator controlled, and may provide operator value-added services. In this case, security and privacy protection for communication between the M2M-IWF and the M2M Server (IN-CSE) is optional. When the M2M Server is deployed outside the 3GPP2 Underlying Network operator domain (Figure C.2-1(B) and C.2-2), the M2M Server is M2M Service Provider controlled. In this case, security and privacy protection for communication between the M2M-IWF and the M2M Server (IN-CSE) is needed. In the direct model (Figure C.2-1(A)), there is no external or internal M2M Server in the communication path.
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Figure C.2-1: M2M Communication Models
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Figure C.2-2: Multiple M2M Applications Using Diverse Communication Models

A 3GPP2 network operator may deploy the hybrid model with a combination of no internal and external M2M Server (as in the Direct Model) and internal and/or external M2M Server (as in the Indirect Model). As shown in Figure C.2-2, a UE (an M2M Node such as ASN/MN) may be in communication with multiple M2M Servers which can be made up of a combination of 3GPP2 Underlying Network operator controlled and M2M Service Provider controlled M2M Servers. In that scenario, the M2M Service Provider controlled M2M Server, and the 3GPP2 Underlying Network operator controlled M2M Server may offer different capabilities to the M2M Applications.

Though not illustrated, it is also possible that in the Indirect Service Model with 3GPP2 network operator controlled M2M Server; the M2M Application may be inside the 3GPP2 network operator domain and under 3GPP network operator control.
C.3
3GPP2 Architectural Reference Model for M2M
Figure C.3-1 shows the architecture for a UE used for M2M connecting to the 3GPP2 Underlying Network. The architecture supports various architectural models described in section C.2.
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Figure C.3-1: Enhanced 3GPP2 Network Architecture for Supporting M2M

The M2M Server (IN-CSE) is the entity which connects to the 3GPP2 Underlying Network for providing communication with the UEs used for M2M. The M2M Server offers capabilities for use by one or multiple M2M Applications (AEs) hosted by the UE (ASN/MN). The corresponding M2M Applications in the external network (Infrastructure Domain) are hosted by one or multiple M2M Application platform(s).

The M2M Server interfaces with the 3GPP2 Underlying Network entities located in the home domain of the UE used for M2M via the Tsp and IP interfaces. M2M Server encompasses the IN-CSE entity specified by oneM2M. M2M Server interfaces with the M2M-IWF via Tsp Interface for Control Plane communications. User plane interactions between the M2M Server and 3GPP2 Underlying Network entities such as the PDSN and/or HA/LMA is via native-IP. With this configuration, oneM2M reference points Mcn and Mcc map to 3GPP2 reference points Tsp and IP respectively.

C.4
Communication between oneM2M Service Layer and the 3GPP2 Underlying Network

Communication between the M2M Server (IN-CSE) and the entities in the 3GPP2 Underlying Network make use of the User Plane and the Control Plane communication paths, as needed for different 3GPP2 M2M communication models. User Plane communication path uses IP transport between the M2M Server (IN-CSE) and the CSE in the UE used for M2M (ASN/MN-CSE). The User Plane maps to oneM2M Mcc reference point. Control Plane communication path is over Tsp interface and maps to oneM2M Mcn reference point.
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Figure C.4-1: User Plane and Control Plane Communication Paths

C.5

Information Flows

3GPP2 X.S0068 specifies several system optimizations that can be used for M2M applications. Such optimizations include the following:

· Interaction of M2M Server with M2M-IWF for device triggering

· Device trigger using SMS

· Device trigger using broadcast SMS

· Device trigger using IP transport

C.5.1
Discovery of M2M Devices

<tbd>

C.5.2
Tsp Interface Call Flow

The following is the high level call flow illustrating device triggering using Tsp interface.
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Figure C.5-1: Tsp Interface Call Flow

1. M2M Server (IN-CSE) receives a request from an M2M Application Server (AE in Infrastructure Domain) to deliver data to a UE used for M2M (ASN/MN-CSE) located in the 3GPP2 Underlying Network. Knowing the CSE-ID of the destination M2M Node, IN-CSE deduces its 3GPP2 External Identifier.

2. M2M Server (IN-CSE) may perform DNS query to obtain the IP address of the M2M-IWF for reaching the destination M2M Node.

3. M2M Server sends Device Trigger Request message to the M2M-IWF that includes destination M2M Node External ID and other information.

4. M2M-IWF checks that the M2M Server is authorized to send trigger requests and performs other tasks such as verifying that the M2M Server has not exceeded its quota or rate of trigger submission over Tsp. If such checks fail, the MTC-IWF sends a Device Trigger Confirm message with a cause value indicating the reason for the failure condition and the call flow stops at this step. 
Otherwise, the MTC-IWF continues to interact with HAAA/HLR for obtaining 3GPP2 Internal ID for the M2M Node and other information for reaching the M2M Node in the 3GPP2 Underlying Network. M2M-IWF also determines the device trigger mechanisms (e.g., Mechanism 1, Mechanism 2 etc.) supported by the M2M Node. The flow continues with Step 5.

5. M2M-IWF decides to deliver device trigger using e.g., Mechanism 1 and performs appropriate 3GPP2 Underlying Network specific procedures.
6. M2M-IWF may try alternative device trigger delivery mechanism (e.g., Mechanism 2) if Mechanism 1 fails. Or both Mechanism 1 and 2 can be performed in parallel.
7. M2M-IWF performs appropriate 3GPP2 Underlying Network specific procedures for delivering device trigger using Mechanism 2.
8. M2M-IWF sends Device Trigger Report to the M2M Server upon receiving the acknowledgment from the M2M Node that it has received M2M device trigger.
9. The M2M Node and the M2M Server/AS take actions in response to the device trigger as needed.
C.5.2
Point to point device triggering

3GPP2 Underlying Network supports the follwoing point-to-point device triggering mechanisms:

· SMS on common channel
· SMS on 1xCS traffic channel
· Device trigger using IP interface
Device trigger using IP interface assumes that PPP sessions has been established and maintained between the M2M Node and the PDSN. An IP address has been assigned to the M2M Node by the IP anchor (PDSN/HA/LMA) and is maintained by the M2M Node and by other entities (e.g., HAAA) in the 3GPP2 Underlying Network. Upon receiving device trigger from the M2M Server, the M2M-IWF obtains the IP address assigned to the M2M Node from the M2M-AAA/HAAA. After that, the M2M-IWF sends device trigger to the M2M Node through IP routing via IP interface to the HA/LMA for MIP and PMIP operation, or to the PDSN for Simple IP operation.

C.5.3
Broadcast device triggering

3GPP2 Underlying Network supports the follwoing broadcast device triggering mechanisms:

· SMS broadcast
************************** END OF NEW TEXT  **************************
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6. May try alternative delivery selection using Mechanism 2 if Mechanism 1 fails. Or both Machanisms 1 and 2 in parallel.
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