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Introduction
During TP8, clarification of request expiration time message parameter showed it to be usable as the lifespan message parameter, so the lifespan message parameter is deleted with appropriate text changes.
------------------------------------------------------START OF FIRST CHANGE --------------------------------------------------
8.1.2
Request

Request from an Originator to a Receiver includes the following information:

op:  operation to be executed: Create (C), Retrieve (R), Update (U), Delete (D),

to:   URI of the target resource or the parent of the target resoruce, e.g. /m2m.provider1.com/netBase/temp1,

Editor's Note: This is made under the assumption that the CSE-ID is incorporated in the  URI of the target resource or the parent of the target resoruce.

fr:  ID of the Originator,

NOTE:  fr is used for access control of the target resource.

mi:  meta-information about the Request,

Editor's Note: Defaults for meta-information are FFS.

cn:  resource content to be transferred.

NOTE: The to target resource needs to be known by the Originator. It can be known either by pre-provisioning or by discovery.

Editor’s Note: How pre-provisioning and discovery are performed is FFS.

The op information shall indicate the operation to be executed at the Receiver:

Create (C):  a new resource addressable with to parameter is created,

Retrieve (R):  an existing to addressable resource is read and provided back to the Originator,
Update (U):  the content of an existing to addressable resource is replaced with cn new content,

Delete (D):  an existing to addressable resource and all its sub-resources are deleted from the Resource Storage.

Editor’s Note: This is an initial list of the verbs. The need for more verbs is anticipated to cover all use cases, configuration and functions.

The to information shall address the target resource in the Receiver. 

The fr information shall be used by the Receiver to check the Originator identity for access permission verification.

The ty information shall be present in Request for the following operations:

Create:  ty is the type of the resource to be created.

The cn information shall be present in Request for the following operations:

Create:  cn is the content of the new resource with the resource type tag as in Table 9.2-1,

Update:  cn is the content to be replaced in an existing resource,

Retrieve:  cn is the filter to be applied for discovery purposes.

Note that the cn information can also be empty.

The mi information shall be as follows:

ot:  optional originating timestamp of when the message was built,

Example usage of the originating timestamp includes: to measure and enable operation (e.g. message logging, correlation, message prioritisation/scheduling, accept performance requests, charging, etc.) and to measure performance (distribution and processing latency, closed loop latency, SLAs, analytics, etc.)
rqet:  optional request expiration timestamp,

Example usage of the request expiration timestamp includes to indicate when request messages (including delay-tolerant) should expire due to their staleness being no longer of value, and to inform message scheduling/prioritisation. When a request has set request expiration timestamp to a specific time and the Request demands an operation on a Hosting CSE that is not the CSE currently processing the request, then the current CSE shall keep on trying to deliver the Request to the Hosting CSE until the request expiration timestamp time, in line with provisioned policies.
rset:  optional result expiration timestamp,

Example usage of the result expiration timestamp includes to indicate when result messages (including delay-tolerant) should expire due to expected staleness of the result, being no longer of value, and to inform message scheduling/prioritisation. It can be used to set the maximum allowed total request/result message sequence round trip deadline.
rt:  optional response type: indicates  what the response to the issued request shall contain and when the response is sent to the Originator:

· Acknowledgement: In case the request is accepted by the Local CSE, the Local CSE responds after acceptance with an Acknowledgement confirming that the Local CSE will further process the request. 

· Result: In case the request is accepted by the Local CSE, the Local CSE responds with the result of the requested operation  after completion of the requested operation.

Example usage of the response type set to Acknowledgment: An Originator that is optimized to minimize communication time and energy consumption wants to express a Request to the local CSE and get an acknowledgement on whether the Request got accepted. After that the Originator may switch into a less power consuming mode and retrieve a Result of the requested Operation at a later time. 

rd:  optional result destination:

· Local CSE: The Local CSE includes in the response to an accepted request a reference that can be used to access the status of the request and the result of the requested operation at a later time.

· Originator: The result of the requested operation needs to be sent as a notification to the Originator.

Example usage of the result destination set to Local CSE includes when the result content is extremely large, or when the result consists of multiple content parts from a target group which are to be aggregated asynchronously over time.

rc:  optional result content: Indicates what are the expected components of the result of the requested operation. The Originator of a request may not need to get back a result of an operation at all. This shall be indicated in the rc information. Which exact settings of rc are possible depends on the requested operation specified in op. Possible values of rc are:

· "resource": Only a representation of the requested resources will be returned as content, without any mention of the links of the requested resources to other resources. This is the default value.

· "resource;links-of-types:A,B,C": A representation of the requested resources, along with links of types A, B and C to other resources (possibly limited by a maximum number of retrieved links), will be returned as content.


Editor's Note: Link types A, B, C are examples and are FFS. Or should it be converted to a NOTE.

· "resource;links": A representation of the requested resources, along with all links to other resources (possibly limited by a maximum number of retrieved links), will be returned as content.

· "links": Only the links of the requested resources to other resources (possibly limited by a maximum number of retrieved links), without any representation of the actual resources requested, will be returned as content.

· "nothing": Nothing will be returned as content of the Response.

· "result-notification": A notification will be returned when the operation is completed.

Editor’s Note: Details on what settings for rc are possible can be added at a later when the specific operations that can be requested are defined (e.g. register an AE, modify content of a container, etc.)

rp:  optional response persistence: indicates the duration for which the address containing the responses is to persist.

Example usage of response persistence includes requesting sufficient persistence for analytics to process the response content aggregated asynchronously over time. If a result expiration timestamp is specified then the response persistence should last beyond the result expiration time.
ri:  Request Identifier mandatory over the Mca, Mcc, and Mcn reference points. 

Example usage of request identifier includes enabling the correlation between a Request and one of the many received Responses.

oet:  optional operational execution time: indicates the time when the specified operation op is to be executed by the target CSE. A target CSE shall execute the specified operation of a Request having its operational execution time indicator set, starting at the operational execution time. If the execution time has already passed or if the indicator is not set, then the specified operation shall be immediately executed, unless the request expiration time, if set, has been reached.

Example usage of operational execution time includes asynchronous distribution of flows, which are to be executed synchronously at the operational execution time.

NOTE: Time-based flows may not be able to be supported depending upon time services available at CSEs.



ec:  optional event category: Indicates the event category that should be used to handle this request. Event categories are impacting how Requests to access remotely hosted resources are processed in the CMDH CSF. Selection and scheduling of connections via CMDH are driven by policies that can differentiate event categories.

Editor’s Note: Details on how to limit use of ec by AEs and relationship to provisioned policies are FFS.

Example usage of "event category" set to specific value X: When the request is demanding an operation to be executed on a Hosting CSE that is different from the Local CSE, the request may be stored in the CSE that is currently processing the request on the way to the Hosting CSE until it is allowed by provisioned policies for that event category X to use a communication link to reach the next CSE on a path to the Hosting CSE or until the request expiration timestamp is expired.

da:  optional delivery aggregation on/off: Use CRUD operations of <delivery> resources to express forwarding of one or more original requests to the same target CSE(s).

NOTE: Since da is optional, there could be a default value to be used when not present in the Request. This 
parameter 
may not be exposed to AEs via Mca.
Example usage of delivery aggregation set on: The CSE processing a request shall use aggregation of requests to the same target CSE by requesting CREATE of a <delivery> resource on the next CSE on the path to the target CSE.

gid:  optional group request identifier: Identifier added to the group request that is to be fanned out to each member of the group.
Once the Request is delivered, the Receiver shall analyze the Request to determine the target resource.

If the target resource is addressing another M2M node, the Receiver shall route the request appropriately.

If the target resource is addressing the Receiver, it shall: 

· Check the existence of to addressed resource,

· Identify the resource type with the tag value as in Table 9.2-1,

· Check the permission for fr Originator to perform the requested operation, 

· Perform the requested operation (using cn content when provided)

· Perform the requested operation (using cn content when provided) according to the operational execution time
· Depending on the request result content, respond to the Originator with indication of successful or unsuccessful operation results. In some specific cases (e.g. limitation in the binding protocol or based on application indications), the Response could be avoided.

The message flow procedure started with an Originator Request shall be considered closed when either:

· A Request is received with an expired rqet (request expiration timestamp),


· A Response is delivered to the Originator,

· The requested operation at the Receiver is successfully completed and no Response is needed.

8.1.2.1
Summary of Request Message Parameters

Table 8.1.2.1-1summarises the parameters specified in section 8.1.2 for the Request message, showing any differences as applied to C, R, U or D operations. “M” indicates mandatory, “O” indicates optional, “N/A” indicates “not applicable”.
Table 8.1.2.1-1: Summary of Request Message Parameters
	Request Message Parameter \ Operation
	Create:  
a new resource is created
	Retrieve:  
an existing resource is read and the result is provided
	Update: 
 the content of an existing resource is replaced with new content
	Delete:  
an existing resource and all its sub-resources are deleted

	To (to) – the address of the target resource on the target CSE
	M
	M
	M
	M

	From (fr) – the identifier of the message Originator
	M
	M
	M
	M

	Request Identifier (ri) – uniquely identifies a Request message
	M
	M
	M
	M

	Resource Type (rt) - of resource to be created
	M
	N/A
	N/A
	N/A

	Content (cn) - to be transferred
	O
	O
	M
	N/A

	Originating Timestamp (ot) - when the message was built
	O
	O
	O
	O

	Request Expiration Timestamp (rqet) – when the request message expires
	O
	O
	O
	O

	Result Expiration Timestamp (rset) -when the result message expires
	O
	O
	O
	O

	Operational Execution Time (oet) - the time when the specified operation is to be executed by the target CSE.
	O
	O
	O
	O

	Response Type (rt) – local CSE response shall either indicate that the Request was accepted, or include the operation result
	O
	O
	O
	O

	Result Destination (rd) – either a reference to where the result is stored, or the result is sent to the Originator
	O
	O
	O
	O

	Result Persistence (rp) - the duration for which the reference containing the responses is to persist
	O
	O
	O
	O

	Result Content (rc) – the expected components of the result
	O
	O
	O
	O

	
	
	
	
	

	Event Category (ec) – indicates how and when the system should deliver the message
	O
	O
	O
	O

	Delivery Aggregation (da) - aggregation of requests to the same target CSE is to be used
	O
	O
	O
	O


------------------------------------------------------END OF FIRST CHANGE --------------------------------------------------
------------------------------------------------------START OF SECOND CHANGE -------------------------------------------

9.6.4
Resource Type delivery
When a CSE is requested to initiate an operation (CRUD) targeting resources on another CSE, then it needs to involve the CMDH CSF in order to do proper scheduling and execution of delivery of data from the source CSE to the target CSE in line with provisioned policies. It is possible to do that in two different ways: Using delivery aggregation ("da" information set to on) or by forwarding the original request as a separate request on the Mcc reference point without changes.

In order to be able to initiate and manage the execution of data delivery in a resource-based manner, the resource type delivery is defined. This resource type needs to be used for forwarding requests from one CSE to another CSE when "da" information in the request is set to ON. If the "da" information is set to OFF, the original request shall be forwarded without change  to the next CSE.

Operations to Retrieve, Update or Delete a <delivery> resource will allow authorized entities to inquire the status of a delivery, change delivery attributes or cancel a delivery.

Editor’s Note: Further details on mechanisms how to do delivery handling are FFS.

Editor’s Note: The particular position in the addressable space of resources id FFS.
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Figure 9.6.4-1: Structure of resource <delivery>
(only resource specific attributes are shown)

The resource <delivery> shall contain the attributes according to their multiplicity shown in Table 9.6.4-1.

Table 9.6.4-1: Attributes of <delivery> resource
	Attribute Name of <delivery>
	Multiplicity
	RW/
RO/
WO
	Description

	expirationTime (eT)
	1
	RW
	See section 9.6.1 where this common attribute is described.

	parentID (pID)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	creationTime (cT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	lastModifiedTime (lMT)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	source
	1
	WO
	The CSE-ID of the CSE that initiated the delivery process represented by this <delivery> resource.

	target
	1
	WO
	A list of CSE-IDs that defines one or more target CSEs for delivering the data contained in the data attribute

	lifespan
	1
	RW
	Defines the time limit until when the delivery of the information in the data attribute needs to complete. If the lifespan is expired before successful delivery, no further attempts to deliver the information in the data attribute need to be executed. If the delivery fails, a feedback may be expected by the source CSE depending on options reflected in the deliveryMetaData attribute. May be set by, and may be used to set the optional request expiration time of a request message.

	eventCat
	1
	RW
	Defines the category of the event that triggered the delivery request represented by this <delivery> resource

	deliveryMetaData
	1
	RW
	Contains meta information on the delivery process represented by this <delivery> resource, such as delivery status, delivery options, tracing information, etc

	Data
	1
	WO
	Attribute containing the data to be delivered to the target CSE(s). This data represents one or more original requests that were targeting the same CSE(s).


------------------------------------------------------END OF SECOND CHANGE -------------------------------------------

------------------------------------------------------START OF THIRD CHANGE -------------------------------------------

10.3.1
Access to Remotely Hosted Resources via CMDH CSF

10.3.1.1
Introduction to use of <delivery> related flows 

In this introduction an example for delivering information via the use of the <delivery> resource is explained. 

The information flow depicted in Figure 10.3.1.1-1 defines the exchange of Requests/Responses for processing an original request targeting a resource that is not hosted on the Local CSE of the request Originator. The following assumptions hold:

· Originator is AE1;

· AE1 is registered with CSE1, i.e. CSE1 is the local CSE for AE1;

· The original Request is an "UPDATE" to a remote resource hosted on CSE3, i.e. CSE3 is the Hosing CSE for the target resource;

· "UPDATE" options in the original Request are selected such that no feedback after completion of the update operation was requested, i.e. AE1 decided that it does not need to hear back from CSE3; this is expressed by setting the "rc" information in "mi" to "None", see section 8.1.2.

· Delivery related parameters included in "mi" (may be set via a default): "et", "rqet" , "ec", "da" and "rp";

· "rqet" would reflect how long the forwarding of the request can last at most
· 
· "ec"  indicates the event category that should be used by CMDH to handle this request

· "rp" would reflect how long after the request has expired, the local request resources should still be available for retrieving status or result information.

· "da" would be set to on indicating that <delivery> resource shall be used for forwarding the request

· CSE1 is the CSE of an Application Service Node.

· CSE1 is registered with CSE2 and interacts with CSE2 via the reference point Mcc(1).

· CSE2 is the CSE of a Middle Node

· CSE2 is registered with CSE3 and interacts with CSE3 via the reference point Mcc(2)

· CSE3 is the CSE of an Infrastructure Node.

Under these assumptions, the Originator AE1 is getting a confirmation from CSE1 when the original Request is accepted. The response indicates only that CSE1 has accepted the Request and will execute on the requested operation. Furthermore, AE1 has expressed by setting "rc" to "None" that no result of the requested operation is expected to come back from CSE3. With the provided reference (Req-Ref in Figure 10.3.1.1-1), AE1 can retrieve the status of the issued request at a later time, for instance to find out if the request was already forwarded to CSE2 or if it is still waiting for being forwarded on CSE1. Before accepting the request from AE1, CSE1 has also verified if the delivery related parameters expressed by AE1 (settings of "rqet" and "ec") are in line with provisioned policies. AE1 may not be authorized to use certain values for "rqet" or "ec".

In line with the delivery related parameters, CSE1 is generating a local <delivery> resource on CSE1 and attempts to forward the content of it in line with provisioned policies at a suitable time and via a suitable connection to CSE2 by requesting the creation of a <delivery> resource on CSE2.

CSE2 may confirm the acceptance of the Request for creation of a <delivery> resource to CSE1. Confirmation of acceptance of a Request to create a <delivery> resource between two CSEs – here the acceptance by CSE2 indicated to CSE1 – is subject to details in protocol specifications and may not always occur in CMDH processing.

When CSE2 has accepted the incoming request from CSE1, CSE1 may delete the data attribute of the local <delivery> resource. Furthermore – if the expiration time of the local <delivery> resource is not exhausted – the local CSE shall update the status of the local <delivery> resource to indicate that it has been forwarded to CSE2. CSE1 shall also update the status of the original request to indicate that it has been forwarded and it may delete the data attribute of the original request. 

When CSE2 has received (and accepted) the Request to create a local <delivery> resource, it will attempt to forward it to CSE3. In line with the delivery related parameters, CSE2 is generating a local <delivery> resource on CSE2/3 and attempts to forward it in line with provisioned policies at a suitable time and via a suitable connection to CSE3 by requesting the creation of a <delivery> resource on CSE3.

CSE3 may confirm the acceptance of the Request for creation of a <delivery> resource to CSE2. Confirmation of acceptance of a Request to create a <delivery> resource between two CSEs – here the acceptance by CSE3 indicated to CSE2 – is subject to details in protocol specifications and may not always occur in CMDH processing.

When CSE3 has accepted the incoming Request from CSE2, CSE2 may delete the data attribute of the local <delivery> resource. Furthermore – if the expiration time of the local <delivery> resource is not exhausted – the local CSE shall update the status of the local <delivery> resource to indicate that it has been forwarded to CSE3. 

When CSE3 has received (and accepted) the request to create a local <delivery> resource, it will determine that the target of the delivery was CSE3 itself. Therefore it will forward internally the original request contained in the data attribute of the <delivery> resource.

Within CSE3, CSFs that are responsible for checking and executing local access to resources in DMR CSF will execute the originally requested UPDATE operation. If successful, the targeted resource will be updated with the content provided by the Originator.

Since in the depicted case no result needed to be sent back to the Originator, the processing for the requested operation is then completed.
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Figure 10.3.1.1-1 CMDH information flow for 2 hops – 
no result needs to be returned after operation completes


The following procedures are triggered by requesting the corresponding operations on a <delivery> resource:

· Initiate the delivery of one or more original request stored for later forwarding from one CSE to another CSE

· Request a CREATE operation for a <delivery> resource from an issuing CSE to a receiving CSE.

· The original request(s) need to be contained in the "data" attribute of the <delivery> resource.

· If successful, the receiving CSE takes the responsibility to further execute on the delivery process for the original Request.

· If not successful, the issuing CSE cannot assume that the receiving CSE will carry out the delivery of the original request.

· Get information about the status of a pending delivery process for an original request

· Request a RETRIEVE operation of the content of a <delivery> resource representing a pending delivery or part of it

· The status of the pending forwarding process is reflected the "deliveryMetaData" attribute defined in the <delivery> resource

· Change parameters of the delivery process

· Request an UPDATE operation on applicable attributes of the <delivery> resource representing the pending delivery 

· For instance the request expiration time of a delivery request message could be modified by updating the "lifespan" attribute

· Cancel a pending delivery request

· Request a DELETE operation of a <delivery> resource that represents a pending delivery process.

10.3.1.2
Create <delivery> 

This procedure shall be used for requesting a CSE to take responsibility to deliver the provided data to a target CSE in line with CMDH parameters and provisioned policies in case <delivery> resource based CMDH processing is used. If indicated by the Originator, the Receiver shall confirm the acceptance of delivery responsibility by a successful Response.

Originator: The Originator of a Create request for a <delivery> resource can only be a CSE. The Originator needs to provide the content of a <delivery> resource type together with the Create request or can Update it after a successful creation of the <delivery> resource with empty data attribute. Otherwise the Receiver cannot accept the Create Request.

Receiver: The receiver of a Create request for a <delivery> resource will check whether the Originator is authorized to request a delivery procedure. The Receiver of the Create Request will further check whether the provided attributes of the <delivery> resource that is requested to be created represents a valid request for forwarding data to a target CSE. If the Originator of the Create request is authorized and the Request is valid, the Receiver will check whether it can actually satisfy the requested delivery in line with provisioned policies and requested parameters for CMDH processing. If all these checks are positive, the Receiver will create the requested <delivery> resource and assumes responsibility for delivering the requested data to the target CSE as soon as the content of the data attribute is available. In case an operation result is expected by the Originator, the Receiver will confirm acceptance of the responsibility by indicating a successful creation of the <delivery> resource. If the Receiver CSE is the target CSE of the requested delivery, it shall forward the content of the delivered data – which represents one or more forwarded original request(s) -  to the internal CSFs that handle incoming requests and continue processing of the forwarded request(s).

Editor’s Note: This call flow template will be evolving as we handle more examples. 

Table 10.3.1.2-1  Create <delivery> Information Flow
	Description

	Call Flow Type
	CREATE

	Pre-Conditions 
	Originator is a CSE and is responsible for delivery of data to a target CSE. Originator needs to forward the data and delivery responsibility to the Receiver.

	Information on Request message
	cn:

· Resource Type identifier for <delivery> resource
· Content of a <delivery> resource in line with the definition in Section 9.6.4 representing a valid request for delivery of data to a target CSE
· The data attribute may be provided by an Update at a later time.
· (optional) Unique Identifier within the Receiver CSE for the <delivery> resource
All other information in the Request message are the same as in the generic procedure

	Local processing on Hosting CSE
	· Check whether the originator is authorized to request a delivery procedure on the receiver CSE
· Check whether the provided attributes of the <delivery> resource that is requested to be created represents a valid request for delivering data to a target CSE.
· Check whether Receiver CSE can actually satisfy the requested delivery in line with provisioned policies and requested delivery parameters
· If all checks are positive, the receiver will create the requested <delivery> resource and assumes responsibility for delivering the provided data to the target CSE. 
· If the Receiver CSE is the target CSE of the requested delivery, it shall forward the content of the delivered data to the internal CSFs that will interpret the delivered data as a forwarded request from a remote Originator.

	Information on Response message
	In case the Originator CSE has not asked for a Result of the requested Operation, the Response only contains an Acknowledgement message. This only indicates that the Receiver CSE received the Request. It does NOT indicate whether the Receiver CSE was able to take on responsibility for delivery of the data.
In case the Originator CSE asked for the status of the requested Operation to be contained in the Result of the requested Operation, the Receiver CSE shall respond with a Success or Failure message.
In case the Originator CSE asked for the status of the requested Operation and the URI of the created Resource to be contained in the Result of the Request, the Receiver CSE shall respond with a Success message including the URI of the created <delivery> resource in case it has taken on responsibility to deliver the data to the target CSE or with Failure message including an error indication otherwise.

	Post-Conditions 
	The Originator CSE shall update the local <delivery> resource to reflect the new status of the delivery process (e.g. ‘{Receiver-CSE-ID} accepted delivery responsibility’).

In case the Originator CSE got a Success message as a Response, it shall stop any further delivery attempts. In that case or if there was no indication of a need to provide a result of the operation, the Originator CSE may delete the content of the ‘data’ attribute of the local <delivery> resource.

In case the Originator CSE got a Failure message as a response, it may initiate further delivery attempts in line with policies and delivery parameters and depending on the reason for Failure.

In case the Receiver CSE is the target CSE of the delivery, the Receiver CSE needs to execute on the forwarded request contained in the delivered data.

	Exceptions
	· The Originator CSE is not authorized to request a delivery procedure on the Receiver CSE
· The provided content of the <delivery> resource is not in line with the specified structure.
· The provided content of the <delivery> resource represents a request for delivery that is not consistent (e.g. lifespan attribute already expired)
· The provided content of the <delivery> resource represents a request for delivery that cannot be met by the Receiver CSE within the limits of the provided delivery parameters and the provisioned policies on the Receiver CSE.


------------------------------------------------------END OF THIRD CHANGE ----------------------------------------------
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