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Based on consideration on ARC-2014-0040, this contribution proposes the following change on existing texts.
Change 1: 
Registration should be required for upstream direction (closer to Infrastructure node)
6.2.9
Registration

6.2.9.1
General Concepts

Registration (REG) CSF is responsible for handling an Application or another CSE to register with a CSE in order to allow the registered entities to use the services offered by the registered-with CSE. The REG CSF handles registration of a Device also, so as to allow registration of Device's properties/attributes with the CSE.

6.2.9.2
Detailed Descriptions

Registration is the process of delivering AE or CSE information to another CSE for being able to use the M2M Services.

The CSE on an Application Service Node or on a Middle Node shall perform registration with the CSE in the Infrastructure Node in order to be able to use M2M services offered by the CSE in the Infrastructure Node. An Application on an Application Service Node or on a Middle Node shall perform registration locally with the corresponding CSE in order to use M2M services offered by that CSE. The same holds for the registration of an Application on the Infrastructure Node. An Application on an Infrastructure Node shall perform registration locally with the associated CSE on Infrastructure Node. A registered Application shall be able to have interactions with its local CSE without the need to have the local CSE register with other CSEs. Such registrations are applicable to a single M2M Service Provider Domain.

A CSE on an Application Service Node or on a Middle Node shall perform registration with the CSE on an Infrastructure Node and vice versa. As a result of successful CSE registration, the CSEs on ASN/Middle Node and Infrastructure Node establish a peering relationship and shall be able to exchange context information.

A (physical) Device shall be able to register with its local CSE for registering its properties/attributes. Such registration enables correlation of Devices Identities such as M2M-Node-ID with the CSE-ID. 

Editor’s Note: The need for Device Registration and the relationship with CSE Registration are FFS.

Editor’s Note: The use of External ID in Registration is FFS.

Registration information shall be able to include:

· Identifier

· Reachability schedules; which are elements of a node’s policy, and specify when messaging may occur between nodes. Reachability schedules may be used in conjunction with other policy elements. When reachability schedules are not present in a node then that node is expected to be always reachable.
· Expiration (optional); expiration timestamp should be specified for the registration request which cannot provide permanent contact address.  The registration with expiration will become invalid after specified time is past. The Originator may update the registration with new value of expiration.
· Shared credential (optional); Originator should provide credential to use for NOTIFY operation  if the registration asks message delivery for notification 
Editor’s note: Further Registration information is FFS.

Change 2: 
Registration should be invalidated when expirationTime has come.
6.5.1
Inter M2M SP communication for oneM2M compliant nodes

To enable M2M entities (eg. CSE, AE) in different M2M Service Provider domains to communicate, there is a need to configure within the M2M domain if such a communication is allowed. If allowed, the M2M System shall support routing the traffic across the M2M Service Provider domain and within the target domain. 

Communication between different M2M SPs which occurs over the reference point Mcc’, is subject to business agreements. The offered functionality is typically a subset of the functionality offered over the Mcc reference point.

Any interM2M SP communication in support of a request originating from one M2M SP domain shall be processed and forwarded through the Infrastructure Node of the originating M2M domain towards the Infrastructure Node of the target M2M SP domain and finally forwarded to its target CSE, if different from the Infrastructure Node. Hence the Infrastructure Node in both M2M domains shall be the exit and entry points, respectively, for all inter M2P SP communication traffic.

In this configuration approach, public DNS shall be used to support traffic routing for inter M2M SP communication in accordance with [i.7]. This relies on public domain names being allocated to communicating CSE entities within the oneM2M architecture, and to whom access across domains is permitted through policies.  To that effect, an M2M SP supporting inter- M2M SP communication shall ensure that the public domain names for the CSEs whose functionality is available across domains are held in its public DNS and shall always point to the IP address associated with the Infrastructure Node  for the domain  (being the entry point) for accessibility purposes. 

The M2M SP could optionally also have additional policies (example: black list or white list) that governs accessibility from other domains to CSE functionality located within its own domain. These policies are however out of scope.

The public domain names of CSEs to whom access from other domains is allowed by policies, shall be created in the DNS of the M2M SP by the Infrastructure Node at registration time of these CSEs, and shall be removed at de-registration or its expirationTime has come. DNS entries for CSEs can also be created/removed for registered CSEs at any time by the M2M SP through administrative means to handle dynamic policies. 

Editors Note: The CSE registration procedures will be updated to include normative text for the creation of the needed DNS entries 

Change 3: 
<Group> and <Container > resource should not be part of <Application> since they are not related with registration procedure.
“contact” attribute is added.
9.1
General Principles

The following are the general principles for the design of the resource model. 

· The "type" of all resource shall be specified. New resource types shall be supported as the need for them is identified; 

· The root of the resource structure in a CSE shall be assigned an absolute address, such as <baseURI>;

· The resource structure shall be kept reasonably simple. In particular:

· <Application> Resources belonging to the local CSE shall be located directly under the baseURI resource,

· <Access Right> Resources belonging to the local CSE shall be located either directly under the baseURI resource, or under an <Application> resource.

· <Group> resources belonging to the local CSE shall be located either directly under the baseURI resource
.

· <remoteCSE> resources representing a remote CSE shall be located directly under the baseURI resource,

· <Container> Resources belonging to the local CSE shall be located either under the baseURI resource
, or under another <container> resource;

Editor’s Note: These above stated resource types needs to be validated as for section 9.6.

· The attributes for all resource type shall be specified;

· Each resource type can have multiple instances;

· All resource and associated attributes shall be uniquely addressable via their associated Universal Resource Identifiers (URI), consisting of:

· a structured URI based on the chain of child-parent relations

· a flat URI made of a unique identifier addressable via the base root

Editor’s Note: Contribution #0505R1 already address the fact that URI is not used in a proper manner in the TS. However the term structured and flat URI still use the term URI. Detailed definition on how to do addressing in oneM2M still needs to be drafted. Alignment of the proper terminology in the TS is needed.

Editor’s Note: how the flat URI can be distinguished from the structured URI is for FFS.

Editor’s Note: if there is a need to provide both structured URI or flat URI of a resource if for FFS.

· Examples:

·   Root example “myCSE” (well known, common to structured and  flat)

·   Example 1: the following two examples address the same resource

·   //myCSE/123(structured) 

· //myCSE/123 (flat)

·   Example 2: the following two examples address the same resource

·   //myCSE/myApplication/987 (structured) 

·   //myCSE/234 (flat)

·   Example 3: the following two examples address the same resource

·   //myCSE//myContainer (structured) 

·   //myCSE/mC (flat)

· The flat URI is always stored in the parent attribute, that is a mandatory attribute

· In case of structured URI, the relationship parent-child and vice-versa is determined in the structured URI. When created via the flat URI, the parent child-relation is determined by the parentID attribute.

· This, however, does not imply any specific storage structure for the <container> resource. The structure of a <container> resource is subject to implementations. 

Change 4: 
<Container>, <Group>, child-resource and software attribute can be removed since they are not related with Registration procedure.
9.6.18
Resource Type application

The <application> resource represents information about an Application Entity known to a given Common Services Entity.
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Figure 9.6.18-1: Structure of <application> resource 
(only resource specific attributes are shown)
This resource shall contain the child resources according to their multiplicity in Table 9.6.18-1 (0 indicates the optionality of the child resource).

Table 9.6.18-1: Child resources of <application> resource

	Child Resource Name of <application>
	Child Resource Type
	Multiplicity
	Description

	· [variable]
	· <subscription>
	0..n
	· See section 9.6.9.

	· 
	· 
	
	· 

	· 
	· 
	
	· 

	· [variable]
	· <accessRight>
	0..n
	· See section 9.6.2.

	· 
	· 
	
	

	· [variable]
	· <commCapabilities>
	1..n
	· Resource  <commCapabilities> needs to be defined.
· This resource describes the communication capabilities (essentially the protocols) supported and used by the corresponding Application Entity over the Mca reference point to this CSE.


The <application> resource shall contain the attributes described in Table 9.6.18-2.

Table 9.6.18-2: Attributes of <application> resource

	· Attribute Name of <application>
	· Multiplicity
	· RW/

· RO/

· WO
	· Description

	· resourceType (rT)
	1
	RO
	· See section 9.6.1 where this common attribute is described.

	· parentID (pID)
	1
	RO
	· See section 9.6.1 where this common attribute is described.

	· expirationTime (eT)
	0..1
	RW
	· See section 9.6.1 where this common attribute is described.

	· accessRightID (aRI)
	1
	RW
	· See section 9.6.1 where this common attribute is described.

	· creationTime (cT)
	1
	RW
	· See section 9.6.1 where this common attribute is described.

	· lastModifiedTime (lMT)
	1
	RO
	· See section 9.6.1 where this common attribute is described.

	· labels (lBs)
	0..1
	RO
	· See section 9.6.1 where this common attribute is described.

	· name
	1
	RO
	· The (usually human readable) name of the application, as declared by the application developer (eg. “HeatingMonitoring”)

	· App-ID
	1
	RO
	· Application Identifier

	· App-Inst-ID
	1
	RO
	· When the application resource refers to an actual application instance in the executing environment.

	· ontologyRef
	0..1
	RW
	· A reference (URI) of the ontology used to represent the information that is managed and understood by the application; to be passed to the application

	· contact
	0..1
	RW
	· A reference (URI) of contact address to deliver the message to Application.


�Application management should be part of device management for <cse>.


�Data collected from Application(=Device) can be managed under <cse> resource. This is because Application may become unavailable when it is sleeping or off-lined.
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