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1
Introduction

This contribution proposes some modification to location management section.
· The sentence in the 10.2.8.1 was wrong thus it has been removed and add a dedicated section to mention regarding <container> and <instance> resource for storing location information that configured by <locationPolicy> resource.

· Adding the Mcn reference point used in the Network-based location acquisition

· The detail procedure for Device-based location acquisition is out-of-scope since the procedure is done over non-oneM2M specified reference point and interface

· Enhancement of sharing-based location part

· Fixing some typos

* * * Start of 1st Change * * * 

10.2.8
Location Management Procedures
10.2.8.1
Procedure related to <locationPolicy> resource
This section introduces the procedures for obtaining and managing a target M2M Node’s location information, which are associated with the <locationPolicy> resource that contains the method for obtaining and managing location information.




10.2.8.1.1
CREATE <locationPolicy>

This procedure shall be used for creating a <locationPolicy> resource.

Originator: The Originator shall request to CREATE a <locationPolicy> resource including the relevant attributes and the address <baseURI> resource of a Hosting CSE. Minimally, the Request shall provide the mandatory attributes defined in the Table 9.6.7-1. The Originator in this case is an AE.
Editor’s Note: Handling of various levels of the <locationPolicy> resources needs to be defined.

Receiver: For the CREATE procedure, the Receiver (Hosting CSE) shall:

· Check whether the Originator is authorized to request the procedure.

· Check whether the provided attributes of the <locationPolicy> resource represent a valid Request.

· Upon successful validation of the above procedures, the Hosting CSE creates the <locationPolicy> resource and automatically creates <container> resource where the actual location information is/are stored and the resources shall contain cross-reference between the both resources: locationContainerID attribute for <locationPolicy> resource and locationID attribute for <container> resource.

· 
· Check the defined locationSource attribute, the positioning procedures mentioned above are different. The locationSource attribute is set based on the capabilities of a target M2M Node and the Underlying Network in which the Node resides.

· 
For Network-based case, the Hosting CSE will transform the Request from the Originator into Location Server request following the attributes (e.g., locationTargetID, locationServer) defined in the <locationPolicy> resource. Additionally, the hosting CSE shall also provide default values for other parameters (e.g. required quality of position) in the Location Server request [i.1] according to local policies. The request toward the Location Server sends over the Mcn reference point. Then the Location Server in the Underlying Network performs positioning procedures, and returns the results over the Mcn reference point.
The specific mechanism used to communicate with the network Location Server depends on the capabilities of the Underlying Network and other factors. For example, it could be either the OMA Mobile Location Protocol [i.2] or OMA RESTful NetAPI for Terminal Location [i.3]. 

NOTE: The details of the mechanisms will be addressed in the Protocol Specification. 

· For Device-based case, this case is applicable if the Originator is ASN-AE and the ASN has location determination capabilities (e.g., GPS). The Hosting CSE is capable of performing positioning procedure using the module or technologies. For example, if the ASN has a GPS module itself, the ASN-CSE obtains the location information of Node from the GPS module through internal interfaces (e.g., System call or JNI). The detail procedure is out-of-scope.
· For Sharing-based case, this case is applicable if the Originator is ADN-AE and the Hosting CSE is MN-CSE and the ADN is resource constrained node, no location determination capabilities (e.g., GSP) and Network-based positioning capabilities. When the Hosting CSE receives the CREATE request and if the Hosting CSE can find the closest Node that has location information from the Originator in the M2M Area Network , the location information of the closest Node shall be stored as the location information of the Originator, or if the Hosting CSE cannot find any closest Node or has no topology information, the location information of the Node of the Hosting CSE (MN) shall be stored as the location information of the Originator. The closest can be determined by the minimum hop based on the topology information defined in the <node> resource.
Table 10.3.7.2-1:  <locationPolicy> Create

	Description

	Call Flow Type
	CREATE

	Pre-Conditions 
	None

	Information on Request message
	op: C

fr: Identifier of the AE or the CSE that initiates the Request

to: the URI of the <baseURI> resource

cn: The representation of the <locationPolicy> resource described in section 9.6.7

	Local processing on Hosting CSE
	Detail procedure for the Hosting CSE of the CREATE request described above.

	Information on Response message
	The representation of the created <locationPolicy> resource.

	Post-Conditions 
	Detail steps for the Hosting CSE after the CREATE request are described above.

	Exceptions
	No change from the generic procedure. 


10.2.8.1.2
RETRIEVE <locationPolicy>

This procedure shall be used for retrieving an existing <locationPolicy> resource.

Originator: The Originator shall request to obtain <locationPolicy> resource information by using RETRIEVE operation. The Originator is either an AE or a CSE.

Receiver: The Receiver shall check if the Originator has RETRIEVE permission on the <locationPolicy> resource. Upon successful validation, the Hosting CSE shall respond to the Originator with the appropriate responses.

Table 10.3.7.3-1:  <locationPolicy> Retrieve

	Description

	Call Flow Type
	RETRIEVE

	Pre-Conditions 
	None

	Information on Request message
	op: R

fr: Identifier of the AE or the CSE that initiates the Request

to: the URI of the target <locationPolicy> resource

	Local processing on Hosting CSE
	No change from the generic procedure.

	Information on Response message
	No change from the generic procedure.

	Post-Conditions 
	None

	Exceptions
	No change from the generic procedure. 


10.2.8.1.3
UPDATE <locationPolicy>

This procedure shall be used for updating an existing <locationPolicy> resource.

Originator: The Originator shall request to update attributes of an existing <locationPolicy> resource by using an UPDATE operation. The request shall address the specific <locationPolicy> resource of a CSE. The Originator may be either an AE or a CSE.

Receiver: The Receiver of an UPDATE request shall check whether the Originator is authorized to request the operation. The receiver shall further check whether the provided attributes of the <locationPolicy> resource represent a valid request for updating <locationPolicy> resource. The updatable attributes are (excluding common attributes):

· locationUpdatePeriod: This value is updated to change the period for updating location information.

Table 10.3.7.4-1:  <locationPolicy> Update

	Description

	Call Flow Type
	UPDATE

	Pre-Conditions 
	None

	Information on Request message
	op: U

fr: Identifier of the AE or the CSE that initiates the Request

to: The URI of the target <locationPolicy> resource
cn: The attributes which to be updated.

	Local processing on Hosting CSE
	No change from the generic procedure.

	Information on Response message
	No change from the generic procedure.

	Post-Conditions 
	None

	Exceptions
	No change from the generic procedure.


10.2.8.1.4
DELETE <locationPolicy>

This procedure shall be used for deleting an existing <locationPolicy> resource. 

Originator: The Originator shall request to delete an existing <locationPolicy> resource by using the DELETE operation. The Originator may be either an AE or a CSE. 

Editor’s Note: If deleted by CSE is the AE that created it notified.

Receiver: The Receiver shall check if the Originator has DELETE permission on the <locationPolicy> resource. Upon successful validation, the CSE shall remove the resource from its repository and shall respond to the Originator with appropriate responses.

Once the <locationPolicy> resource is deleted, the Receiver shall delete the associated resources (e.g., <container>, <instance> resources). If the locationSource attribute and the locationUpdatePeriod attribute of the <locationPolicy> resource has been set with appropriate value, the Receiver shall tear down the session. The specific mechanism used to tear down the session depends on the support of the Underlying Network and other factors.

Table 10.3.7.5-1:  <locationPolicy> Delete

	Description

	Call Flow Type
	DELETE

	Pre-Conditions 
	When the locationSource of the created <locationPolicy> resource is "sharing-based" and the AE disconnects from the registered MN-CSE.

	Information on Request message
	op: D

fr: Identifier of the AE or the CSE that initiates the Request

to: the URI of the target <locationPolicy resource

	Local processing on Hosting CSE
	No change from the generic procedure.

	Information on Response message
	No change from the generic procedure.

	Post-Conditions 
	None

	Exceptions
	No change from the generic procedure.


10.2.8.2
Procedure when the <container> and <instance> resource contain location information 
Since the actual location information of a target M2M Node shall be stored in the <instance> resource as per the configuration described in the associated <locationPolicy> resource, this section introduces the procedures related to the <instance> and <container> resource.
10.2.8.2.1
Procedure for <container> resource that stores the location information
This procedure is mainly triggered by the creation of <locationPolicy> resource. Based on the defined attributes related to the <container> resource such as ‘locationContainerIDs’ and ‘locationContainerNames’, the Hosting CSE will create <container> resource to store the location information in its child resource, <instance> resource  after the CSE obtains the actual location information of a target M2M Node. 
The created <container> resource can be located under the <CSEBase> resource or other parent <container> resource. This is configured by the ‘locationContainerID’. Since the <container> is unnamed resource type, the name of the created <container> resource 
10.2.8.2.2
Procedure for <instance> resource that stores the location information

After the <container> resource that stores the location information is created, the actual information will be stored in the <instance> resources. 
In order to store the location information in the <instance> resource, the Hosting CSE firstly checks the defined ‘locationUpdatePeriod’ attribute. If a valid period value is set for this attribute, the Hosting CSE performs the positioning procedures as defined period value, locationUpdatePeriod, in the associated <locationPolicy> resource and stores the results (e.g., position fix and uncertainty) in the <instanace> resource under the created location resource. However, if no value (e.g., null) is set, the positioning procedure is performed when the created <container> is retrieved and the result will be stored in the <instance> resource. 
* * * End of 1st Change * * * 
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