	Doc# ARC-2014-0121-Routing Aspects over Underlying Networks
	[image: image3.png]






	INPUT CONTRIBUTION

	Group Name:*
	WG2

	Title:*
	Routing Aspects over Underlying Networks

	Source:*
	Rajesh Bhalla, ZTE

	Contact:
	rabhalla@ztetx.com

	Date:*
	2014-02-17

	Abstract:*
	This paper discusses CRUD message routing aspects as they relate to the capabilities provided by the Underlying Networks.

	Agenda Item:*
	Input Contributions

	Work item(s):
	WI-0002

	Document(s) 

Impacted*
	TS-0001 

	Intended purpose of

document:*
	 FORMCHECKBOX 
 Decision

 FORMCHECKBOX 
 Discussion

 FORMCHECKBOX 
 Information

 FORMCHECKBOX 
 Other <specify>

	Decision requested or recommendation:*
	Discuss and approve


oneM2M Notice
The document to which this cover statement is attached is submitted to oneM2M.  Participation in, or attendance at, any activity of oneM2M, constitutes acceptance of and agreement to be bound by terms of the Working Procedures and the Partnership Agreement, including the Intellectual Property Rights (IPR) Principles Governing oneM2M Work found in Annex 1 of the Partnership Agreement.
========= Start of new text =======================

11
Routing of Mcc Traffic over Underlying Networks

Communication between different Nodes within an oneM2M Service Provider domain (SP) happens via the exchange of Request and Response messages between the CSEs at the peer Nodes. The AEs and the CSEs at oneM2M Nodes Register with the peer CSEs, thereby providing information that enable them to use M2M services. The routing of such information between the CSEs over the Mcc reference point needs to be transported between oneM2M Nodes via the transport services provided by the Underlying Networks. Routing of the CSE communication payload needs to be in conformance with the "policy" associated with the payload and the availability schedule of the Underlying Networks. The following are some aspects for the routing of the CSE communication payload between oneM2M Nodes: 
· Routing Upstream: from CSEs in the Field Domain towards the CSE in the Infrastructure Domain

· Routing Downstream: from the CSE in the Infrastructure Domain towards the CSEs in the Field Domain. 

In addition, the following aspects are also need consideration:

· Recovery actions to be taken in the case of (consistent) failure in the routing of messages upstream.

· Recovery actions to be taken in the case of (consistent) failure in the routing of messages downstream. Such actions downstream include aspects such as "device triggering" for Underlying Networks that support such device triggering capability. See section 12 for device triggering aspects.
NOTE: 
  Routing aspects "between" oneM2M Service Provider domains is not addressed in Release-1.

11.1

Example Deployment Scenario

Figure 11.1-1 illustrates a deployment scenario where two M2M Service Providers, SP1 and SP2 provide services to M2M devices by the use of their respective Infrastructure Nodes, IN1 and IN2. Middle Node-1 (MN1) supports services for SP1 only, whereas MN2 can host services for both SP1 and SP2. End M2M Nodes, ADN1 and ASN2 host applications provided by SP1 and SP2 respectively.

AEs on ADN1 register with MN1-CSE. ADN1-AEs and MN1-CSE communicate via the transport services provided by Underlying Network-1 (ULNet-1). MN1-CSE is registered with IN1-CSE. MN1-CSE is registered with MN2-CSE as well.  

AEs on ASN2 register with the CSE local on ASN2. ASN2-CSE is registered with MN2-CSE. ASN2-AEs and MN2-CSE communicate via the transport services provided by ULNet-5. MN2 provides services for both service providers, SP1 and SP2. Hence MN2 hosts two CSEs, one for each SP domain. MN1-CSE is registered with MN2-CSE(SP1). Whereas, ASN2-CSE is registered with MN2-CSE(SP2). MN2-CSE(SP1) and MN2-CSE(SP2) are registered with IN1-CSE and IN2-CSE respectively.
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Figure 11.1-1: Example Deployment Scenario 

MN1-CSE can communicate with IN1-CSE via the transport services over ULNet-2; and with MN2-CSE via transport services over ULNet-3. MN2-CSE communicates with the CSEs in IN1 and IN2 via services provided by ULNet-4. Communication between MN2-CSE and the CSEs in IN1 and IN2 is as per Mcc reference point via the transport services provided by Underlying Network ULNet-4. Some Underlying Networks may provide "device triggering" capability by providing an Interworking-IWF that is located at the edge of such Underlying Networks. Such device triggering related communication between the Interworking-IWF and the IN1 and IN2 Nodes is as per Mcn reference point, and has been discussed in Section 12. In this example scenario, ULNet-4 can be a 3GPP LTE network. ULNet-2 in this example deployment scenario can be a network based on WiFi technology.
11.2

Registration Aspects

In order to communicate, different entities in the service layer Register with peer entities. The types of registrations supported are detailed in section 6.2.9.

Registration of an AE with a CSE results in the creation of an <application> resource at the registered-to CSE. Registration of a CSE with a peer CSE results in the creation of <remoteCSE> resource at both CSEs. Attribute "App-Inst-ID" within the <application> resource, and attribute "pointOfAccess" within <remoteCSE> resource help with the routing aspects for the forwarding of Request and Response messages between the CSEs. The "pointOfAccess" attribute in the <remoteCSE> resource is the address of the peer Node and can be in the form of an FQDN, IP address, a MAC address etc. <application> and <remoteCSE> resources structures are specified in section 9.6.18 and section 9.6.19 respectively.

11.3
Representation for Underlying Networks

The CSEs communicate over Mcc reference point via the transport services provided by one-or-more Underlying Networks. Depending on the technology used by the Underlying Network, it can have characteristics that are unique in terms of data throughput rate, bit-error rate, end-to-end delay, associated costs etc. Such Underlying Network specific characteristics can be represented by a set of attributes such as those specified in section xx <ref to the new section on UL attributes>.  It may be noted that one "set" of such attributes specific to each Underlying Network connection is available at a oneM2M Node.

The Underlying Networks can have their respective availability "schedule" as well; such as a mobile communication network can be scheduled for cost-effective M2M communications during off-peak hours. Whereas an Underlying Network based on the WiFi technology may be used any time of the day, though with limited throughput and possibly higher bit-error rates (best effort basis). For high priority, guaranteed bit error rate services and emergency traffic, high throughput, guaranteed bit rate mobile communication could be used any time of the day, at higher costs though. Such Underlying Network schedule is represented by "ULnetSchedule_[i]" attribute(s) as in section xxx <ref to the new section on UL attributes>.
11.4

Example Routing Algorithm at oneM2M Nodes

The following is an example for the routing of a Request message from a CSE to another CSE over an Underlying Network. The set of attributes associated with the Underlying Networks (as in section xxx) assist in the routing decisions based on the "policy" associated with the Request message.
Two sets of procedures are discussed: Routing Upstream and Routing Downstream. The difference between these two procedures relates to how "failure to forward the message" or "destination unreachable" situations may be handled. Such routing failures can occur due of factors such as stale or missing "pointOfAccess" (e.g., stale IP address or IP address not available) for the next hop CSE as in <remoteCSE> resource; stale or missing A/AAAA records in the DNS, failure to Register with the peer-CSE/expired CSE Registrations, bad configurations etc.

As illustrated in the example deployment scenario in Figure 11.1-1; one-or-more Underlying Network connections may be available at a Node for the forwarding of a Request towards the target Receiver. For example, in order to forward a Request from MN1-CSE to the Receiver at IN1-CSE (to: parameter set to the /URI of IN1-CSE); MN1 has the option to choose from ULNet-2 or ULNet-3 Underlying Network connections. ULNet-2 and ULNet-3 offer different sets of  "ULnetQoSCharacteristics_[i]" and different set of availability "ULnetSchedule_[i]". The choice of which Underlying Network connection to choose could depend on factors such as the policies, priorities, suitable time etc. associated with the delivery of the Request message. Such policies will usually be configured within the MN1-CSF. For example, as per "policy" at MN1-CSE, messages with high priority/emergency (life threatening situations) need to be delivered over high quality, guaranteed bit rate connections with minimum delay. Routine (low priority) messages could wait for some time (e.g., based on the request expiration times associated with the Requests) and may be delivered on connections offering best-effort services. With that background, the example algorithm for the routing of the messages at MN1 and IN1 are described below for the Upstream and the Downstream Routing scenarios respectively.

Editor's Note: Security aspects related to routing of messages over Underlying Networks need to be addressed separately. They are FFS.

11.4.1

Routing Upstream at a Middle Node 

The example flow in Figure 11.4.1-1 illustrates the forwarding of an UPDATE Request from MN1-CSE, with the target being a resource in IN1-CSE. The following assumptions and configurations are considered:

· MN1-CSE has a Request pending to be forwarded towards IN1-CSE

· Request priority is  "low", implying that best-effort, cost-effective connection is suitable for the forwarding of this Request

· Non- blocking messaging procedure is used, wherein the Receiver acknowledges the receipt of the Request immediately, without waiting for the final processing of the Request. The actual result of the processing of the Request can be conveyed to the Originator (MN1-CSE in this case) at a later time.

· Two Underlying Network connections are available at MN1 Node that can be used for the forwarding of the Request towards the IN1 Node (ULNet-2 and ULNet-3).

· ULNet-2 is a low-cost, low bit rate, best effort based connection. The availability schedule of this connection is persistent. 

· MN1-CSE has available to it a set of attributes (as in section xxx) relating to ULNet-2, that represent the characteristics for ULNet-2 connection. 
· Attribute "ULnetworkID" for this connection is set to "ULNet-2".

· "ULnetQoSCharacteristics_[i]" set of attributes are set to reflect it being a low-cost, low bit rate, best effort connection
· The "ULnetScheldue_[i]" set of attributes indicate that it is a persistent connection.

· Similarly, IN1-CSE has available to it a set of attributes corresponding to ULNet-2 with various attributes set as above.  

· ULNet-3 is a higher-cost, high throughput, guaranteed bit rate connection. Costs can be lower if used during off-peak hours, such as night time.
· MN1-CSE has available to it a set of attributes (as in section xxx) relating to ULNet-3, that represent the characteristics for ULNet-3 connection. 

· Attribute "ULnetworkID" for this connection is set to "ULNet-3".

· "ULnetQoSCharacteristics_[i]" set of attributes are set to reflect it being a higher cost, high throughput, guaranteed bit rate connection.

· The  "ULnetScheldue[i]" set of attributes indicate that it is best used (for lower cost) during off-peak hours, such as 11pm to 5am 

· Similarly, MN2-CSE has available to it a set of attributes corresponding to ULNet-3 with various attributes set as above.
· Optionally, A/AAAA records for CSEs at IN1, MN1 and MN2 are supported in the public DNS infrastructure. Such records consist of public domain names of CSEs at IN1, MN1 and MN2 and their corresponding IP addresses. 

· MN1-CSE is registered with IN1-CSE, resulting in <remoteCSE> resources in the CSEs at both MN1 and IN1. "pointOfAccess" attribute in the <remoteCSE> resource is the address of the peer CSE. Such addresses can be in the form of a FQDN, IP address, MAC address etc. 

· Similarly, MN1-CSE is registered with MN2-CSE, resulting in <remoteCSE> resources in the CSEs at both MN1 and MN2.

Under these assumptions and configurations, MN1-CSE needs to send a Request for UPDATing a resource at IN1-CSE. "pointOfAccess" attribute in <remoteCSE> resource for IN1-CSE at MN1-CSE provides the destination address for the routing decisions for the Request. If routable IP address for reaching IN1-CSE is not available in "pointOfAccess" attribute, DNS query to public DNS infrastructure may be used, if such public DNS infrastructure is supported.
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Figure 11.4.1-1:  Example Algorithm for Routing Upstream

Based on the destination of the Request, MN1 determines two possible Underlying Network connections available for the routing of the Request. As per the "priority" associated with the Request (e.g., "low" priority for UPDATing back-end records) and associated "policy" at MN1-CSE, ULNet-2 is selected. ULNet-2 provides low cost, low bit rate, best effort connection. Likewise, if the Request pertains to an emergency/high priority life threatening event, likely a high bandwidth, guaranteed bandwidth connection such as ULNet-3 would be selected, despite higher associated costs. The Request is forwarded to IN-CSE over ULNet-2 and the Originator (MN1-CSE) waits for the Response. 
11.4.1.1
Successful Routing

MN1-CSE receives Response to the Request message within certain timeframe. This marks successful routing of the Request message.

11.4.1-2
Routing Failure

MN1-CSE fails to receive Response to the Request that has been forwarded via the transport service provided by ULNet-2. Likely causes could be bad ULNet-2 connection, non-routable or stale destination IP address, possibly due of DNS records not having been updated timely etc. Such scenario results in the routing entity at MN1 receiving ICMP: Destination Unreachable message. Such information can be used at MN1 node for taking recovery actions.  Recovery actions could include administrative actions such as bootstrapping MN1 for the re-registration of MN1 with IN1, thereby refreshing the IP addresses, and corresponding refreshing of the attributes in <remoteCSE> resources, refreshing DNS entries etc. Catastrophic failures may require removing ULNet-2 from service, thereby causing all Request/Responses to be transported over ULNet-3 etc.

Alternatively, more deterministic procedures can be devised for recognizing the failure in the delivery of Requests. One such method could be based on parameters such as an ackt timer (acknowledgment timer) and mrtry (max-number-of retries). Such optional parameters can be part of mi (meta-information) for the Requests. Failure to receive Response within the pre-defined time-period determined by ackt timer results in retries for routing the Request, till the number of retries equal to mrtry count have been made. At that stage failure to route the Request can be declared and recovery actions initiated.

11.4.2

Routing Downstream at an Infrastructure Node

The example is based on a scenario for forwarding a Request from IN2-CSE, with the target being a resource in ASN2-CSE. Similar to previous example, the following assumptions and configurations are considered:

· IN2-CSE has a Request pending to be forwarded towards ASN2-CSE.

· Request priority is "high", implying that guaranteed bit rate connection is preferred for the forwarding of this Request.

· Non- blocking messaging procedure is used, wherein the Receiver acknowledges the receipt of the Request immediately, without waiting for the final processing of the Request. The actual result of the processing of the Request can be conveyed to the Originator (IN2-CSE in this case) at a later time.

· Only one Underlying Network connection is available at IN2 Node (ULNet-4).

· Importantly, ULNet-4 Underlying Network is based on a technology that supports M2M Device Triggering.

· In addition, ULNet-4 offers guaranteed bit rate connection. Connection costs can vary with the time of the day, and day of the week etc. Costs can be lower if used during off peak hours, such as night time and during weekends.
· IN2-CSE has available to it a set of attributes (as in section xxx) relating to ULNet-4, that represent the characteristics of ULNet-4 connection. 

· Attribute "ULnetworkID" for this connection is set to "ULNet-4".

· "ULnetQoSCharacteristics_[i]" set of attributes are set to reflect it being a higher cost, high throughput, guaranteed bit rate connection.
· The  "ULnetScheldue_[i]" set of attributes indicate that it is best used (for lower cost) during off-peak hours, such as 11pm to 5am.
· "ULpeerNodePointOfAccess_[i]" attribute(s) is applicable only at Infrastructure Nodes (e.g., IN2 in this case) and for Underlying Networks that are based on technologies that support device triggering. For such Underlying Networks, this attribute is set to the address of the Interworking-IWF entity used for device triggering. For example, for Underlying Networks based on 3GPP and 3GPP2 technologies, this attribute is set to the address of MTC-IWF and M2M-IWF respectively (e.g., FQDN, IP address).  

· Similarly, the next hop MN2-CSE has available to it a set of attributes corresponding to ULNet-4 with various attributes set as above.  

· "ULpeerNodePointOfAccess_[i]" attribute(s) is not supported at MN2 though.

· Optionally, A/AAAA records for CSEs at IN2, MN2 and ASN2 are supported in the public DNS infrastructure. Such records consist of public domain names of CSEs at IN2, MN2 and ASN2 and their corresponding IP addresses.

· Optionally, A/AAAA records relating of "ULpeerNodePointOfAccess_[i]" are supported for Underlying Networks that support device triggering. 

· MN2-CSE is registered with IN2-CSE, resulting in <remoteCSE> resources in the CSEs at both MN2 and IN2. "pointOfAccess" attribute in the <remoteCSE> resource is the address of the peer CSEs. Such addresses can be in the form of a FQDN, IP address, MAC address etc. 

Under these assumptions and configurations, IN2-CSE needs to send a Request to a resource at ASN2-CSE. The URI of target ASN2-CSE (to=/{ASN2-CSE}) resolves to an IP address. It is assumed that DNS query to public DNS can be used for the resolution to a routable IP address. Underlying Network routing algorithm determines that such Request can be routed to the final destination over ULNet-4 with first hop being the CSE in MN2 (MN2-CSE). The Request is forwarded to MN2-CSE over ULNet-4 and the Originator (IN2-CSE) waits for the Response. This is an interim response from MN2-CSE, while MN2-CSE waits for forwarding the Request to the final target at ASN2-CSE over ULNet-5; based on the characteristics and schedule of ULNet-5. 

11.4.2.1
Successful Routing

IN2-CSE receives Response from MN2-CSE acknowledging the Request. This confirms connectivity between IN2-CSE and ASN2-CSE over Mcc reference point, and that the resolved IP address for the URI for ASN2-CSE (to=/{ASN2-CSE}) is current. In this case message exchange between IN2-CSE and ASN2-CSE can continue as per procedures that are similar to those described in section 11.4.1.

11.4.2.2
Routing Failure

IN2-CSE fails to receive Response from MN2-CSE within certain time frame. Likely cause can be non-routable, stale address or no address resolution for ASN2-CSE. E.g., the first hop MN2 Node (wireless gateway) is in power saving mode and/or the A/AAAA entry for ASN2-CSE in DNS infrastructure is stale. Yet another scenario can be that ASN2-CSE has no A/AAAA entry in the DNS infrastructure, hence IN2-CSE cannot determine how to route the Request to ASN2-CSE.

In the scenario considered here: IN2 determines that the Underlying Network UNet-4 supports device triggering and that the Interworking-IWF can be used for "triggering" the first hop MN2 Node. See section 12 for device triggering aspects.
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