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8.x

M2M Device Triggering  

Device triggering is the means by which an Infrastructure Node sends information to an M2M Node in the Field Domain via an Underlying Network to cause the M2M Node to connect to the Underlying Network, if needed, and perform service layer specific actions. Such actions include initiating communication with the Infrastructure Node or responding to the device triggering payload received from the Infrastructure Node. With such communication from the M2M Node over the Mcc reference point, the "pointOfAccess" attribute for that M2M Node at the Infrastructure Node (IN-CSE) can be updated.
Figure -1 illustrates a deployment scenario for describing device triggering aspects. In this example illustration, Underlying Network-4 (ULNet-4) supports device triggering capability. An Interworking-IWF is provided by the Operator of the Underlying Network (e.g., MNO). Such Interworking-IWF communicates with IN1 and IN2 Nodes provided by M2M Service Providers SP1 and SP2. Such communication is between the Interworking-IWF and Underlying Network Services Entity (NSE) in IN1 and IN2 Nodes over Mcn reference point. In this example illustration, the point of connectivity of ULNet-4 at IN1 and IN2 is represented by respective "ULpeerNodePointOfAccess_[i]" attribute(s). Underlying Network Operator has business relationship with SP1 and SP2 such that oneM2M specific identities of M2M Nodes (CSE-IDs) can be mapped to their respective addresses that are valid in the Underlying Network Operator domain (e.g., M2M External Identifier for 3GPP type networks). In this example deployment scenario, mapping of MN2-CSE ID to an ID that is known in the ULNet-4 domain is possible at IN1 and IN2. For example, for ULNet-4 based on 3GPP LTE technology, MN2-CSE ID can be mapped to its "M2M External Identifiers" at IN1 and IN2. 

Note: The current version of TS-0001 allows the mapping for CSE-ID to M2M-Ext-ID. This limits device triggering only for Nodes that are CSE-capable. In order to support triggering of ADN-AEs also, mapping of M2M-Node-ID to M2M-Ext-ID also needs to be supported. The M2M-Node-ID is the Node Identifier for the ADN hosting the ADN-AEs. Please see separate contributions that enable such functionality.

[image: image1.emf]IN2

ULNet-2

ULNet-3

ULNet-1

ULNet-5

MN1

CSE

SP1

MN2

SP2

CSE

SP1

CSE

CSE

AE

SP2

IN1

CSE

AE

SP1

NOTE: For similicity, Application Entities (AEs) 

are not shown for all Nodes

ASN2

CSE

SP2

ADN1

AE

SP1

ULNet-4

I

n

t

e

r

w

o

r

k

i

n

g

 

I

W

F


Figure-1:  Example Deployment Scenario for Device Triggering

In the M2M Device Trigger procedure illustrated in Figure-2; for simplicity the Infrastructure Node is referred to as M2M Server. oneM2M Nodes such as ASNs and MNs deployed within the Underlying Network Operator domain are referred to as M2M Nodes. In the illustration in Figure-2, M2M Node is the entity that receives the device trigger payload as first hop within the Underlying Network, even if it is not the final destination for such payload. For example, in the deployment scenario in Figure-1, IN2-CSE needs to send a (CRUD) message to a resource hosted at ASN2-CSE, i.e., ASN2-CSE is the Hosting CSE for the target resource. ASN2-CSE is reachable from MN2-CSE via ULNet-5. Since ASN2-CSE is not directly reachable via ULNet-4, two (2) hops are needed for delivering the (CRUD) message to the target resource in the Hosting CSE. MN2-CSE receives the (CRUD) message as part of "ULtriggerPayload" of device trigger over first hop, performs necessary processing local to MN2-CSE, and then forwards the (CRUD) message to the ASN2-CSE (Hosting CSE) over ULNet-5. Device triggering aspects discussed here are applicable only on the first hop i.e., between IN2-CSE and MN2-CSE over ULNet-4. 

Device triggering procedure described here is general for all types of Underlying Networks that support such capability. The procedure can comprise of the exchange of Device Trigger Request, Device Trigger Confirm, Device Trigger Report and Device Trigger Report Ack messages between the M2M Server and the Interworking-IWF. Not all of these messages may be used by all types of Underlying Networks. 

The M2M Server is located within the M2M Service Provider domain (Infrastructure Domain) and the Interworking-IWF is located at the edge of Underlying Network Operator domain (Field Domain).
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Figure 12-2:  M2M Device Trigger Procedure over Mcn Reference Point

1. The CSE in M2M Server (IN2-CSE) determines the need to send a CRUD messageto a CSE in an M2M Node in the Underlying Network (MN2-CSE). Such Request can be due to certain processing within the M2M Server execution environment or based on a (CRUD) message received from an AE that needs to be forwarded to the M2M Node. Some of the possible scenarios include: no IP address ("pointOfAccess") for the target M2M Node (ASN2) is available at the M2M Server for routing such (CRUD) message to the target M2M Node over Mcc reference point. Alternatively, such Request may have been for sending small infrequent data to the M2M Node for which no "pointOfAccess" is available at the M2M Server.  Or that an IP address ("pointOfAccess") for the M2M Node has resulted in routing failure for reasons such as stale or non-routable IP address (see section xxx2). Hence, M2M Server determines the need to trigger the M2M Node.

Note: The M2M Server determines if a target entity/Node is triggerable over a specific Underlying Network based on the associated subscription information.

2. From target CSE URI (to=/ASN2-CSE) in the (CRUD) message, M2M Server determines that it can be reached via MN2-CSE as the first hop. M2M Server maps the identifier associated with the CSE of the first hop M2M Node (MN2-CSE) to an identifier that is an equivalent identity of the M2M Node within the Underlying Network domain, if needed (e.g., M2M External Identifier for 3GPP networks). 

Next, the M2M Server needs to determine how to communicate with the Interworking-IWF from which first hop M2M Node can be reached. From the External Identifier of the M2M Node (MN2), M2M Server determines that it can be reached via the Interworking-IWF. If M2M Server has no contact details for the Interworking-IWF, e.g., "ULpeerNodePointOfAccess_[i]" attribute(s) for the ULNet-4 does not resolve to a routable IP address, the M2M Server may determine the IP address/port of the Interworking-IWF by performing a DNS query using the External Identifier of M2M Node or using a locally configured identifier for the Interworking-IWF.
Note: The descriptions above do not address target Nodes that are not CSE-capable. Similar mapping of M2M-Node-ID of non-CSE capable Node to M2M-Ext-ID will enables triggering of such Nodes as well. 

3. M2M Server sends a Device Trigger Request message to the Interworking-IWF. The message contains information that allows the Underlying Network to route the device trigger to the appropriate M2M Node (MN2), and for the M2M Node (MN2-CSE)  to route the message to the appropriate final destination (e.g., to the appropriate resource within ASN2-CSE). Such information is available as "ULtriggerSpecificParams_[i]" set of attributes for the Underlying Network (ULNet-4).
An example of the information in Device Trigger Request message would be, the External Identifier of the M2M Node, M2M Server Identifier, Application Port Identifier, a Ref-ID for identifying the Device Trigger Request message and "ULtriggerPayload" etc. "ULtriggerPayload" contains the payload information (and associated meta-information mi) destined for the M2M Node, along with the information that may be needed for routing such information to a specific resource within the CSE at the M2M Node (e.g., address/URI for the resource at the CSE in M2M Node). Other information such as the priority and validity period associated the Device Trigger Request message is also examples of the information that may be included in the Device Trigger Request. 

Note: The value to be used for Application Port Identifier is discussed in a separate contribution. The usage of Application Port Identifier may be specific to the Underlying Network used for accessing the M2M Node.
4. Interworking-IWF may check if the M2M Server is authorized to send trigger requests to the M2M Node (e.g., based on subscription information) and perform other tasks such as verifying that the M2M Server has not exceeded its quota or rate of trigger submissions. If such checks fail, the Interworking-IWF may send a Device Trigger Confirm message to the M2M Server with a cause value indicating the reason for the failure condition and the call flow stops at Step-5. Such Device Trigger Confirm message acknowledges the receipt of Device Trigger Request by the Interworking-IWF. Based on the cause value, M2M Server may take appropriate follow-up actions. Examples of such follow-up actions include stop sending further device triggers for this M2M Node, rate-limiting actions, or appropriate administrative actions as per the cause value returned by the Interworking-IWF. 
Otherwise, the Interworking-IWF continues to interact with Underlying Network specific entities for tasks such as obtaining the Underlying Network Specific identity (e.g., Internal ID) for the M2M Node, and to select device-trigger mechanisms for triggering the M2M Node, in case multiple device-trigger mechanisms are supported by the Underlying Network. 

5. Device Trigger Confirm message may be returned to the M2M Server that  includes parameters such as External Identifier, Ref-ID etc., as acknowledgment of the Device Trigger Request, with appropriate cause value. M2M Server can keep "ULtriggerStatus" attribute for ULNet-4 kept updated for triggering this M2M Node.
6. If multiple device trigger mechanisms are supported by the Underlying Network, the Interworking-IWF can select a device trigger mechanism to use. Assuming device trigger Mechanism-1 is selected or that is the only mechanism available, the entities in the Underlying Network perform procedures specific to the device trigger Mechanism-1. On successful device trigger, the "ULtriggerPayload" is delivered to the M2M Node (to MN2-CSE).
7. Depending on successful or unsuccessful delivery of the device trigger to the M2M Node using Mechanism-1, the Interworking-IWF may return Device Trigger Report to the M2M Server that includes parameters such as External Identifier, Ref-ID etc., indicating device trigger delivery outcome (e.g., successful, failed and the reason for failure etc.). For unsuccessful delivery of the device trigger and if no other device trigger mechanism is available in the Underlying Network, the flow stops here. For successful delivery of the device trigger the flow continues with Step-11.
8. The Interworking-IWF may try alternative device trigger delivery mechanism (e.g., Mechanism-2) if Mechanism-1 fails. Or both Mechanism-1 and Mechanism-2 can be performed in parallel, depending on the capabilities of the Underlying Network.
9. The entities in the Underlying Network perform procedures specific to device trigger Mechanism-2. On successful device trigger, the "ULtriggerPayload" is delivered to the M2M Node (MN2-CSE).
10. The Interworking-IWF may return Device Trigger Report to the M2M Server that includes parameters such as External Identifier, Ref-ID etc., indicating trigger delivery outcome (e.g., successful, failed and the reason for failure). For unsuccessful delivery of the device trigger and if no other device trigger mechanism is available in the Underlying Network, the flow stops here. For successful delivery of the device trigger the flow continues with Step-11.
In case of failure of the device trigger mechanism above, if yet other device trigger mechanisms are supported by the Underlying Network, the flow continues at Step-9. 
11. M2M Server my return Device Trigger Report Ack to the Interworking-IWF acknowledging the receipt of Device Trigger Report message. The M2M Server can keep "ULtriggerResult" attribute for ULNet-4 kept updated for triggering this M2M Node.
12. On being successfully triggered, the M2M Node (MN2-CSE) performs actions that are required in response to the "ULtriggerPayload" received in the device trigger. Such actions include initiation of communication with the CSE at the M2M Server/AE at AS (over the Mcc reference point) immediately or later. Such actions also include responding with a (CRUD) message that is targeted to the Originator of the (CRUD) message received by the CSE at M2M Node (MN2-CSE). Such Originator of the (CRUD) message may be the CSE at the M2M Server or an Application Entity that initiated the communications at Step-1. This results in the refreshing the "pointOfAccess" attribute(s) in <remoteCSE> resources at the two peer Nodes (M2M Node and M2M Server). For the case of fresh registration between the recipient of the device trigger and the IN-CSE, <remoteCSE> resource is created at the peer Nodes, that include the "pointOfAccess" information. Communication between the CSEs at M2M Node and M2M Server can now continue over Mcc reference point.

Note: Step-12 above assumes that device trigger was initiated by a (CRUD) message from an Application Entity at the AS. Hence the communication resulting from device trigger is shown to be between the M2M Node and the AE at the AS. In case device trigger is initiated as a result of a (CRUD) message from the M2M Server, the communications resulting from the delivery of the device trigger will be between the M2M Node and the M2M Server.   
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4. M2M Server authorization, load control, selection of device trigger mechanism etc.


6. UL Network specific device trigger procedures using Mechanism-1



