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1
Introduction

This contribution proposes to change the description related routing issue that is described in ARC-2014-0148-Routing_Problem presentation.
Please see the document ARC-2014-0148-Routing_Problem.
* * * Start of 1st Change * * * 

6
Configurations supported by oneM2M Architecture

Figure 6-1 illustrates some configurations supported by oneM2M architecture, illustrating the relations amongst the functional entities in relation to the reference points identified in Figure 5.2.1-1. 
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Figure 6-1: Configurations supported by oneM2M Architecture
Note: oneM2M release1does not support the configuration that allows the direct communication between a MN and another MN.
Node-less AEs: This entity indicates that IN-AEs maybe hosted by an Application Service Provider. Any relationship, binding or management of these IN-AEs to other co-located functions is out-of-scope.

Node:
A oneM2M Node is a functional entity that shall contain at least one oneM2M Common Services Entity and/or one oneM2M Application Entity. A oneM2M Node may be contained in a physical object e.g., M2M Device, Gateway or Server Infrastructure.

NOTES:

1.
CSEs resident in different Nodes are not identical and are dependent on the services supported by the CSE in that Node.

2.
Mcc' reference point aims to be as similar as possible to the Mcc reference point. But due to the nature of inter-M2M Service Provider communications, some differences are anticipated.

1. Editor's Notes:

•
The illustration above does not provide an exhaustive list of possible configurations and is subject to qualifications. Other possible functions/configurations are FFS.

•
Mcc' reference point aims to be as similar as possible to the Mcc reference point. But due to the nature of inter-M2M Service Provider communications, some differences are anticipated.

Description of Nodes:

oneM2M architecture foresees the following types of Nodes. It is important that as functional objects, such Nodes are not necessarily mapped to actual physical objects, although they may be mapped to actual physical objects.
Application Service Node (ASN):
An Application Service Node is a Node that contains one Common Services Entity and contains at least one Application Entity.

An Application Service Node may communicate over a Mcc reference point with either:

· exactly one Middle Node;

·  or exactly one Infrastructure Node.

Example of physical mapping: an Application Service Node could reside in an M2M Device.

Application Dedicated Node (ADN):
An Application Dedicated Node is a Node that contains at least one Application Entity and does not contain a Common Services Entity.

An Application Dedicated Node communicates with a Middle Node or an Infrastructure Node over an Mca reference point.

Example of physical mapping: an Application Dedicated Node could reside in a constrained M2M Device.

Middle Node (MN):

A Middle Node is a Node that contains one Common Services Entity and contains zero or more Application Entities.

A Middle Node communicates with:

1. an IN and one or more ASN(s) over Mcc reference points
2. one or more 
3. ADN(s) over Mca reference points.

Example of physical mapping: a Middle Node could reside in an M2M Gateway.

Infrastructure Node (IN):
An Infrastructure Node is a Node that contains one Common Services Entity and contains zero or more Application Entities.

An Infrastructure Node communicates over respective Mcc reference points with:

· one or more Middle Node(s); and/or

· one or more Application Service Node(s).

In addition, an Infrastructure Node communicates with one or more Application Dedicated Nodes over respective Mca reference points.

Example of physical mapping: an Infrastructure Node could reside in an M2M Server Infrastructure.

2. Editor’s Note: It is not clear what differentiates an Infrastructure Node from an Application Service Node or from a Middle Node. It could be a minimum feature scope of its CSE that would be bigger, or a particular requirement on its Mcn reference point. It could also be the cardinality of this Node in a deployment.  Typically there would be just one Infrastructure Node in a deployment.
* * * End of 1st Change * * * 

* * * Start of 2nd Change * * * 

8.2.2
Accessing Resources in CSEs – Blocking Requests

For the procedures described herein, the addressed resource can be stored in different CSEs. Table 8.2.2-1 describes the possible scenarios, where the addressed resource may be on the local-CSE or on a CSE located elsewhere in the oneM2M System.

In this sub-clause – for simplicity – it is assumed that the Originator of a Request can always wait long enough to get a Response to the Request after the requested operation has finished. This implies potentially long or unknown blocking times (time for which a pending Request has not been responded to) for the Originator of a Request.

For scenarios that avoid such possibly long blocking times, section 8.2.3 specifies mechanisms to handle synchronous and asynchronous resource access procedures via returning appropriate references.

3. Editor’s Note: How the target of a Request (i.e, an Application or local/hosting CSE) is identified and addressed, is FFS.

4. Editor’s Note: A message (Request, Response) can be forwarded immediately or forwarded at a later time (e.g in the case of congestion).The procedures related to the forwarding of the Request at a later time are FFS.

Table 8.2.2-1: Accessing Resources in different CSEs

	Traversals across Mca/Mcc Reference Points
	Description
	Reference

	No Hops
	The Originator of the Request accesses a resource.

The Originator of the Request can be an Application or a CSE.

Local CSE and Hosting CSE are the same entity.

The CSE shall check the Access Rights for accessing the resource.

Depending on the expected result content, the CSE shall respond to the Originator of the Request, either with a Success or Failure Response, or not at all.
	Figure 8.2.2-1

	1 Hop
	The Originator of the Request accesses a resource.

The Originator of the Request may only be an Application.

Local CSE and Hosting CSEs different entities.

Local CSE shall forward the Request to the Hosting CSE, after an optional checking of the Access Rights for accessing the resource and the syntax of the Request message. 

Hosting CSE shall check the Access Rights for accessing the resource and depending on the expected result content respond with a Success or Failure Response, or not at all.
	Figure 8.2.2-2

(Editor's Note-1)

	Multi Hops
	The Originator of the Request accesses a resource.

The Originator of the Request may be an Application or a CSE.

Local CSE, Intermediate CSE(s) and the Hosting CSE are different entities.

Local CSE shall forward the Request to an Intermediate CSE (e.g. MN-CSE) that the Local CSE is registered with, if it cannot communicate with the Hosting CSE directly. An optional checking of the Access Rights for accessing the resource and the syntax of the Request message may be performed prior to forwarding the Request.

Intermediate CSE may forward the Request to another Intermediate CSE (shall not be MN-CSE in case that the former intermediate CSE is MN-CSE) that the Intermediate CSE is registered with, if it cannot communicate with the Hosting CSE directly. An optional checking of the Access Rights for accessing the resource and the syntax of the Request message can be performed prior to forwarding the Request.

The Intermediate CSE shall forward the request to the Hosting CSE. An optional checking of the Access Rights and the syntax of the Request message can be performed prior to forwarding the Request.

Hosting CSE shall check the Access Rights for accessing the resource and depending on the expected result content respond with a Success or Failure Response, or not at all.
The Local CSE and the intermediate CSE shall ensure the selection of the proper next hop among the registered CSEs. The selected next hop shall be registered with the Hosting CSE and shall forward the request to the Hosting CSE. How this knowledge is acquired by the CSE is out of scope.
	Figure 8.2.2-3

(Editor's Note-2)


	5. Editor's Note-1: One-Hop case could potentially include the CSE-to-CSE communication also. The need for such procedures is FFS.

6. Editor's Note-2: The multi-hop procedures address the scenario when the target is on a specific remote CSE. How a flow will work when the target is distributed on multiple remote CSEs is FFS.
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Figure 8.2.2-1: Originator accesses a resource on the Local CSE (No Hops)
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Figure 8.2.2-2: Application accesses a resource at the Hosting CSE (One Hop)
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Figure 8.2.2-3: Originator accesses a resource at the Hosting CSE (Multi Hops)
8.2.3
Accessing Resources in CSEs – Non-Blocking Requests

1) 8.2.3.1
Response with Reference to Result of Requested Operation

In case the Originator of a Request has asked for only responding with an Acknowledgement of the Request and a reference to the result of the requested operation – see rt information in section 8.1.2 – it is necessary to provide a prompt response to the Originator with a reference to an internal resource on the Local CSE or another specified reference, so that the Originator can retrieve the outcome of the requested operation at a later time. The details of such an internal resource are defined in section 9.6.X. The reference is provided in the response to the Request. The abbreviation "Req-Ref" is used for simplicity in the figures of the following clauses.

Two different cases are defined in the following two clauses for allowing the Originator of a request to retrieve the result of a requested operation.

2) 8.2.3.2
Synchronous Case

In the synchronous case, it is assumed that the Originator of a Request is not able to receive asynchronous messages, i.e. all exchange of information between Originator and Local CSE need to be initiated by the Originator.

In that case the information flow depicted in Figure 8.2.3.2-1 is applicable. For the flow depicted in Figure 8.2.3.2-1 it is assumed that completion of the requested operation happens before the Originator is trying to retrieve the result of the requested operation with a second request referring to the "Req-Ref" provided in the Response to the original Request.

Another variation of the information flow for the synchronous case is depicted in Figure 8.2.3.2-2. In this variation it is assumed that the requested operation completes after the second request but before the third request sent by the Originator.

Equivalent information flows are valid also for cases where the target resource of the requested operation is not hosted on the Local CSE. From an Originator’s perspective there is no difference as the later retrieval of the result of a requested operation would always be an exchange of Request/Response messages between the Originator and the Local CSE using the reference to the original request.
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Figure 8.2.3.2-1:  Non-blocking access to resource in synchronous mode 
(Hosting CSE = Local CSE), requested operation completed before second request.
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Figure 8.2.3.2-2: Non-blocking access to resource in synchronous mode 
(Hosting CSE = Local CSE), requested operation completed after the second but before the third request. 
3) 8.2.3.3
Asynchronous Case

In the asynchronous case, it is assumed that the Originator of a Request is actually able to receive notification messages, i.e. the Local CSE could send an unsolicited message to the Originator at an arbitrary time to send the result to a notification target. The possible mechanisms how the notification then reaches the Originator are the same as in the case of a notification after a subscription.

In that case the information flow depicted in Figure 8.2.3.3-1 is applicable. In this case it is assumed that the Originator of the Request provided a reference – notificationReference – for notification when the result of the requested operation is available. 

Equivalent information flows are valid also for cases where the target resource of the requested operation is hosted on the Local CSE. From an Originator’s perspective there is no difference as the later notification of the result of a requested operation would always be an exchange of request/response messages between the Originator and the Local CSE using reference to the original Request.
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Figure 8.2.3.3-2: Non-blocking access to resource in notification mode 
(Hosting CSE not equal to Local CSE), Originator provided reference for notification
* * * End of 2nd Change * * * 

© 2014 oneM2M Partners
                                                                                                   Page 2 (of 13)



[image: image8.png]