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Introduction
During the discussion at ARC#9.3 meeting, it was decided to divide ARC-2014-0626R03 contributions into several per specific topic. This contribution is to replace some “application” in the specification to “AE”. All “application”s cannot be simply replaced by “AE” because generic application and M2M Application concepts are mix-up. Therefore, this contribution is prepared after the whole specification check.
Note that ARC-2014-0626R03 was motivated by PPT slide ARC-2013-0514 that was agreed in principle.
We have the definition in the definition TS:

M2M Application: applications that run the service logic and use M2M Common Services accessible via a set of oneM2M specified open interfaces. Specification of M2M Applications is not subject of the current oneM2M specifications.

and

Subscriber: One of the M2M Stakeholders that subscribes M2M Service(s) and/or M2M Application Services of the M2M Solution.

However, we don’t have a definition of application or Application. Depends on each context, application/Application needs to be replaced by AE.
Several editorial changes not pertaining to this topic were also added in:

· Change xx
----------------------- Start of change 1 -----------------------
6.2.1.2.2.2
CSE Monitoring


CSE Monitoring provides operating characteristics of the CSE capabilities. These operating characteristics include attributes for operational status, configuration and statistics as well as management of alerts.

CSE Monitoring is provided by the following CSF’s:

· ASM Software Management Function: 

· Retrieval of  log files associated with the software module

· Retrieval of the lifecycle state and associated information related to the artefacts and software modules of the Software Package

· Notifications for faults associated with software lifecycle state transitions

· Others ... TBD

A CSE’s operational characteristics information exchange shall be provided to an AE by the CSE as a result of a retrieval request, alert generation or bulk transfer operations. 
----------------------- End of change 1 -----------------------
----------------------- Start of change 2 -----------------------

6.2.3
Data Management and Repository

6.2.3.1
General Concepts

One of the goals of CSEs is to enable AEs to exchange data with each other.

Data Management and Repository (DMR) CSF is responsible for providing data storage and mediation functions. It includes the capability of collecting and aggregating large amounts of data, converting this data into a specified format, and storing it for analytics and semantic processing. The "data" can be either raw data transparently retrieved from an M2M Device, or processed data which is calculated and/or aggregated by M2M entities. This collection of large amounts of data constitutes what is known as the Big Data Repository functionality.

6.2.3.2
Detailed Descriptions

DMR CSF shall provide the capability to store data such as Application data, subscriber information, location information, device information, semantic information, communication status, access permission, etc. The "data" stored by the DMR CSF enables management of the data and provides the foundation of Big Data. Further, the DMR CSF shall be able to support the physical replacement of M2M Devices and/or Gateways in terms of the stored data.

The DMR CSF shall support transfer of data to/from the AEs, other CSFs and remote CSEs. The DMR CSF shall support transfer of data regardless of the peer entity being on-line or not. The DMR CSF shall support operations such as Create, Read, Update and Delete. The DMR CSF may associate event categorization (e.g., normal, urgent) with the data for supporting differentiated services. External entities such as AFs, other CSFs or remote CSEs shall be able to be granted access to the data in the DMR CSF based on defined policies.

Editor's Note:  Needs to clarify what is meant by "peer entity" being on-line or not. Is the reference to peer-CSE or something more than that? 

The organization of the data helps describe how they relate with each other and how they are addressed. DMR CSF shall allow removal, addition, search of the data. The DMR CSF shall support structured data. Some structures may be specified by oneM2M, others may not. Elements of data stored in the DMR CSF shall be uniquely addressable.

The DMR CSF shall support aggregating the data from the same device or from different devices.

The DMR CSF shall enable the sharing of the data amongst local CSFs, remote CSEs and AFs.

Contextual information such as data types, semantic information, time stamps, location etc. shall complement the data stored by the DMR CSF. This will allow the DMR CSF to access and search the data based on a rich set of parameters. The DMR CSF shall be able to trigger data processing based on access to its data.

The DMR CSF shall provide a means to perform analytics on large amount of data, so that service providers can provide value-added services to AEs. The DMR CSF shall be responsible for enabling AEs to discover, execute and use analytics based on large amount of data from different sources.   

Semantic information needs to be available on the data that are transferred within the M2M System. The DMR CSF shall provide functions annotating such semantic information to M2M data and exposing M2M resources using the semantic information so that the M2M resources can be discovered by AEs that do not have prior knowledge of them. The DMR CSF shall be responsible for enabling AEs to discover, interpret and use M2M data from different sources.
----------------------- End of change 2 -----------------------

----------------------- Start of change 3 -----------------------

6.2.5
Discovery

6.2.5.1
General Concepts

Discovery (DIS) CSF is responsible for searching information e.g., supported attributes and resources according to a Request from an Originator within a given scope and subject to permissions, including those allowed by M2M service subscription. An Originator could be an AE or another CSE. The scope of the search could be in one CSE, or in more than one CSE. The discovery results are returned back to the Originator.
----------------------- End of change 3 -----------------------

----------------------- Start of change 4 -----------------------

6.2.6
Group Management

6.2.6.1
General Concepts

Group Management (GMG) CSF is responsible for handling Group related requests. The request is sent for the management of a Group and its membership as well as for the bulk operations supported by the Group. When adding or removing members to/from a Group, it is necessary to validate if the member complies with the purpose of the Group. Bulk operations includes read, write, subscribe, notify, device management, etc. Whenever a request or a subscription is made via the Group, the Group is responsible for aggregating its responses and notifications. The members of a Group can have the same role with regards to access rights control towards a resource. In this case, access control is facilitated by grouping. When the Underlying Network provides broadcasting and multicasting capability, the GMG CSF is able to utilize such capability.

6.2.6.2
Detailed Descriptions

GMG CSF shall be responsible for the management of a Group and its membership. The GMG CSF shall support bulk operations to multiple resources of interest and aggregate the results. The GMG CSF shall be able to facilitate access control based on grouping. When needed and available, the GMG CSF may leverage the existing capabilities of the Underlying Network including broadcasting/multicasting.

The GMG CSF handles requests from AEs and/or from other CSEs. 

Grouping enables the oneM2M System to perform bulk operations to multiple devices, applications, or resources. The GMG CSF shall manage the resources and operations associated with grouping. 

The GMG CSF shall handle the requests to create, query, update, and delete a Group. An AE or a CSE may request the creation/retrieve/update/deletion of a Group as well as the addition and deletion of members of the Group. The GMG CSF shall be able to create one or more Groups in CSEs in any of the Nodes in oneM2M System for a particular purpose (i.e. facilitation of access control, device management, fan-out common operations to a group of devices, etc.). The GMG CSF shall handle the requests to retrieve the information (e.g. URI, metadata, etc.) of a Group and its associated members.

The GMG CSF shall manage Group membership. The GMG CSF shall handle requests to add or remove members to and from a Group’s member list. A member may belong to one or more Groups. A Group may be a member of another Group. When new members are added to a Group, the GMG CSF should validate if the member complies with the purpose of the Group.

In order to fulfil the functionalities of the GMG CSF, functionalities from other CSFs may be needed. Examples include Network Service Exposure CSF for leveraging broadcasting/multicasting capability from the Underlying Network, Security CSF for authentication and authorization etc.

Editor’s Note: How the Underlying Network supports broadcasting/multicasting is FFS.

When facilitating access control using a Group, only members with the same access rights towards a resource shall be included in the same Group. Also, only AEs or CSEs which have a common role with regards to access rights shall be included in the same Group. This shall be used as a representation of the "role" when facilitating role based access control.

Editor's Note:  Suggest adding description on what is meant by Group member, what entities can be members of a Group?  Can a Group consist of heterogeneous members?

The GMG CSF shall forward requests to all members in the Group. In case the Group contains another Group as a member, the forwarding process shall be done recursively, i.e. the nested Group shall forward the request to its members. After forwarding the request to all members in the Group, the GMG CSF shall generate an aggregated response by aggregating the corresponding responses from the Group members.

Editor’s Note: The structure of the resource in oneM2M System is FFS.

The GMG CSF shall support subscriptions to individual Groups. Subscriptions to a Group shall be made only if the subscriber is interested in all members of the Group. If subscription to a Group is made, the GMG CSF shall aggregate the notifications from the Group members, and it shall notify the subscriber with the aggregated notification. Responses and event notifications relevant to a subscription may be selectively filtered by filtering criteria. The filtering criteria shall be managed by the GMG CSF. In order to subscribe to or query a Group, methods for group discovery shall be provided.
----------------------- End of change 4 -----------------------

----------------------- Start of change 5 -----------------------

6.2.7
Location

6.2.7.1
General Concepts

The Location (LOC) CSF allows M2M AEs to obtain geographical location information of M2M Nodes (e.g., ASN, MN) for location-based services. Such location information requests may be from an M2M AE residing on either a local Node or a remote Node. 

NOTE: Geographical location information can be more than simply the longitude and the latitude information.

6.2.7.2
Detailed Descriptions

LOC CSF shall obtain and manage geographical location information based on the requests from M2M AEs residing on either a local Node or a remote Node. The LOC CSF shall interact with any of the following: a location server in the Underlying Network, a GPS module in the M2M Node, or, information for inferring location stored in other M2M Nodes. 

In order to Update the location information, an M2M AE shall be able to configure an attribute (e.g., update period). Based on the such defined attribute, the LOC CSF shall Update the location information using one of interactions defined above.

NOTE: The location technology (e.g., Cell-ID, Assistant-GPS, and Fingerprint) used by the Underlying Network depends on the capabilities of the Underlying Network.

The LOC CSF shall be able to request M2M Nodes to share and report their own or other M2M Node's geographical location information with the requesting AEs.

The LOC CSF shall be able to provide means for protecting the confidentiality of geographical location information.
----------------------- End of change 5 -----------------------

----------------------- Start of change 6 -----------------------

6.2.8
Network Service Exposure, Service Execution and Triggering

6.2.8.1
General Concepts

Network Service Exposure, Service Execution and Triggering (NSSE) CSF manages communications with the Underlying Networks for accessing network service functions over the Mcn reference point. The NSSE CSF uses the available/supported methods for service "requests" on behalf of AEs. The NSSE CSF shields other CSFs and AFs from the specific technologies and mechanisms supported by the Underlying Networks. 

NOTE: The NSSE CSF provides adaptation for different set of network service functions supported by various Underlying Networks.

The network service functions provided by the Underlying Network include service functions such as, but not limited to, device triggering, small data transmission, location notification, policy rules setting, location queries, IMS services, device management. Such services do not include the general transport services.

6.2.8.2
Detailed Descriptions

NSSE CSF shall manage communication with the Underlying Networks for obtaining network service functions on behalf of other CSFs, remote CSEs or AEs. The NSSE CSF shall use the Mcn reference point for communicating with the Underlying Networks. 

NOTE: The network services provided by the Underlying Networks include services such as, but not limited to, device triggering, small data transmission, location notification, policy rules setting, location queries, IMS services, device management. Such services do not include general transport services. 

The M2M System shall allow the Underlying Networks to control network service procedures and information exchange over the Underlying Networks while providing such network services. For example, for the 3GPP networks, the Underlying Network may chose to provide the network services based on control plane signalling mechanisms.

Other CSFs in a CSE that need to use the services offered by the Underlying Network shall use the NSSE CSF. 

The NSSE CSF shall shield other CSFs and AFs from the specific technology and mechanisms supported by the Underlying Networks. 

NOTE: The NSSE CSF provides adaptation for different set of network service functions supported by various Underlying Networks.

The NSSE CSF shall maintain over the Mcn reference point, the necessary connections and/or sessions between the CSE and the Underlying Network when local CSFs are in need of a network service. 

The NSSE CSF shall provide to the CMDH CSF information related to the Underlying Network so the CMDH CSF can include them to determine proper communication handling.
----------------------- End of change 6 -----------------------

----------------------- Start of change 7 -----------------------

6.2.9
Registration

6.2.9.1
General Concepts

Registration (REG) CSF is responsible for processing a request from an AE or another CSE to register with a CSE in order to allow the registered entities to use the services offered by the registered-with CSE. The REG CSF processes registration of a Device also, to allow registration of Device's properties/attributes with the CSE.

6.2.9.2
Detailed Descriptions

Registration is the process of delivering AE or CSE information to another CSE in order to use M2M Services.

An AE on an Application Service Node, a Middle Node, or an Infrastructure Node shall perform registration locally with the corresponding CSE in order to use M2M services offered by that CSE. An AE on an Application Dedicated Node shall perform registration with the CSE on a Middle Node or Infrastructure Node in order to use M2M services offered by that CSE. A node-less AE shall perform registration with the corresponding CSE on an Infrastructure node in order to use M2M services offered by that CSE. A registered Application shall be able to have interactions with its local CSE (when it is the target CSE) without the need to have the local CSE register with other CSEs.

The CSE on an Application Service Node shall perform registration with the CSE in the Middle Node in order to be able to use M2M services offered by the CSE in the Middle Node. As a result of successful ASN-CSE registration with the MN-CSE, the CSE on the ASN Node establish a peering relationship and shall be able to exchange information.

The CSE on a Middle Node shall perform registration with the CSE of another Middle Node in order to be able to use M2M services offered by the CSE in the other Middle Node. As a result of successful MN-CSE registration with the other MN-CSE, the CSE on the Middle Nodes establish a peering relationship and shall be able to exchange information.

The CSE on an Application Service Node or on a Middle Node shall perform registration with the CSE in the Infrastructure Node in order to be able to use M2M services offered by the CSE in the Infrastructure Node. As a result of successful ASN/MN registration with the IN-CSE, the CSEs on ASN/Middle Node and Infrastructure Node establish a peering relationship and shall be able to exchange information.

AEs shall be able to exchange information via CSEs following successful registration of:

1. AEs with their associated CSE

2. One of these CSEs with the other CSE, as per Table 6.2.9.2-1

Such registrations are applicable to a single M2M Service Provider Domain.

A (physical) Device shall be able to register with its local CSE for registering its properties/attributes. Such registration enables correlation of Devices Identities such as M2M-Node-ID with the CSE-ID.

Editor's Note: The need for Device Registration and the relationship with CSE Registration are FFS.

Editor's Note: The use of External ID in Registration is FFS.
----------------------- End of change 7 -----------------------

----------------------- Start of change 8 -----------------------

6.2.10.2
Detailed Descriptions

SEC CSF shall comprise the following functionalities:

· Sensitive Data Handling functionality;

· Security Administration functionality;

· Security Association Establishment functionality;

· Authorization and Access Control functionality;

· Identity Protection Functionality.

Sensitive Data Handling Functionality in the SEC CSF shall have the capability to protect the local credentials on which security relies during storage and manipulation. The SEC CSF shall be able to extend sensitive data handling functionality to other sensitive data used in the M2M Systems such as subscription related information, security policies and personal data pertaining to individuals. The Sensitive Data Handling functionality shall perform other sensitive functions as well, such as security algorithms. The Sensitive Data Handling functionality shall be able to support several cryptographically separated security environments. 

Security Administration functionality in the SEC CSF shall enable the following services:

1. Creation and administration of a dedicated security environment supported by Sensitive Data Handling functionality;

2. Post-provisioning of a root credential protected by the security environment;

NOTE: The security environment can also be pre-provisioned with a root credential prior to deployment; therefore this capability is not always required. Post-provisioning is required when the security bootstrapping needs to be performed or re-initiated after deployment. 

3. Provisioning and administration of subscriptions related to M2M services and M2M application services. Besides the root secret, a subscription includes other information classified as sensitive data such as associated authorization and security policies. 

Security Association Establishment functionality in the SEC CSF shall be able to establish security associations between corresponding M2M nodes, in order to provide specific security services (e.g. confidentiality, integrity, authentication, authorisation, or support for application level signature generation and verification) involving specified security algorithms and sensitive data. This involves key derivation based on provisioned root secrets. This functionality of the SEC CSF is mandatory when security is supported.

Editor's Node: The definition of Security Association will be provided by WG4. A definition may be: "Security associations (SAs) are logical relationships between 2 entities that may be associated with a communications link, but SAs are not communications links. Security associations may take a number of forms but in each case they identify the nature of the security service (confidentiality, integrity, authentication or authorisation), the required algorithm and key. Security associations may be established for single transactions (and thus their establishment may form part of the transaction itself) or for session based associations (in such instances the association is generally established independently of the individual transactions that are to be secured)".

The Authorization and Access Control functionality in the SEC CSF shall be able to authorize services and data access to authenticated entities, according to provisioned security policies and assigned roles. This functionality is mandatory when any services relying on authorization and access control are present. Among other usages, the services of this functionality may be applied to personal information as a means to preserve privacy.

Although a Subscriber is generally considered to be an AE or functional agent that represents a human, there are links between a device and its User that can be either directly derived or indirectly deduced. Consequently, identifiers used for communication in the M2M System shall not be directly related to the real identity of either the device or its User, except where this is a requirement for operation of a specific AE. 

While the unique identifier of an entity shall be used for authentication, the identity protection functionality provides pseudonyms which serve as temporary identifiers which shall not be able to be linked to the true identity of either the associated entity or its user.
----------------------- End of change 8 -----------------------

----------------------- Start of change 9 -----------------------

I.1
Service Session Management Text for Removal

6.2.12
Service Session Management

6.2.12.1
General Concepts

An M2M service session is an end-to-end Service Layer connection managed by the Service Session Management (SSM) CSF.  The SSM CSF manages M2M service sessions between AEs, between an AE and a CSE, or between CSEs. 

Editor's Note: Provide information as to when an M2M service session is needed.

The management of a M2M service session includes capabilities such as the management of session state, session authentication and establishment, management of Underlying Network connections and services related to the session, coordination of sessions spanning multiple hops of CSEs, exchange of information between session endpoints, and session termination.  

The SSM CSF uses the CMDH CSF within its local CSE for sending/receiving messages to/from the next-hop CSE or to/from an AE for a given M2M service session. The SSM CSF also uses the SEC CSF for the management of session related security credentials and authentication of session participants. The SSM CSF generates session specific charging events also that it communicates to the SCA CSF within its local CSE.

6.2.12.2
Detailed Descriptions

An M2M service session is an end-to-end Service Layer connection managed by the SSM CSF. The SSM CSF shall support the management of the following M2M service session related information.  

· Session Identifier: The Service Session Identifier is used by the SSM CSF and session endpoints to uniquely identify M2M service layer session.  

· Session Credentials: Security credentials associated with M2M service session.  For example, E2E security certificates, public keys, etc. An M2M service session can support an independent set of credentials or it can optionally leverage security credentials from Underlying Network sessions or network connections.

· Session Descriptor: Information describing the M2M service session that can be used by the existing session endpoints or prospective session participants in order to discover an existing session.  For example, a description for each session participant (e.g. device identifiers, type of participant, services that participant supports, interface requirements of participant, type of compression used, etc.).

· Session Routing Information: Information describing how to route M2M service session messages. For example, list of CSEs in the routing path, or next-hop CSE in the routing path.  

· Session Context/History: Information related to M2M service session activity such as session related events that have occurred or transactions that have been processed.  For example, keeping track of the type, number, rate, size, etc. of the resources targeted by the session endpoints. Or keeping track of different service sessions that a specific application establishes (e.g. rate, type, etc).   

· Session Policies: Policies that define rules for how SSM CSF manages sessions. For example, session routing policies, session store-and-forward policies, session access control policies, session data management policies, etc.  The SSM CSF can use these policies by itself or provide such policies to other CSFs (e.g. CMDH CSF, DMR CSF, SEC CSF, etc).

Some M2M service sessions may require security. In order to secure an M2M service session, proper security credentials shall be used by session endpoints (e.g., AEs and/or CSEs).  If M2M service session credentials are not pre-provisioned, the SSM CSF shall support securely bootstrapping of the session credentials to the session endpoints. The SSM CSF shall use the SEC CSF for supporting such bootstrapping. The SSM CSF may also leverage security credentials and trust relationships from Underlying Networks.  

The SSM CSF shall support requests to establish an M2M service session between AEs, between an AE and a CSE, or between CSEs.  Before a request to establish an M2M service session is granted, the SSM CSF shall first authenticate the requester using session credentials. The SSM CSF shall use the SEC CSF to support session authentication. Once authenticated, the SSM CSF shall establish the M2M service session between the requesting and targeted session endpoints. This shall involve the SSM CSF coordinating with the targeted session endpoint on an agreed upon session ID that can be used to identify the session messages. The SSM CSF shall return this session ID to the requester. The SSM CSF shall also maintain additional session information for the management of the session such as session policies, session routing information, session descriptor, etc.      

The SSM CSF shall support layering of a M2M service session over the top of Underlying Network connections. The SSM CSF shall support persistency of the M2M service sessions with respect to the Underlying Network connections.  The SSM CSF shall maintain an active M2M service session independent of the state of the Underlying Network connections and shall be robust to network connections that are dynamically torn-down and re-established. The SSM CSF shall support initiating or providing input to other CSFs and/or the Underlying Network on whether the network connections should be torn-down/re-established based on M2M service session activity or state.     

The SSM CSF shall support requests to terminate an M2M service session between AEs, between an AE and a CSE, or between CSEs. Before a request to terminate an M2M service session is granted, the SSM CSF shall first authenticate the requester using session credentials. The SSM CSF shall use the SEC CSF to support session authentication. Once authenticated, the SSM CSF shall terminate the M2M service session between the requesting and targeted session endpoints. This shall involve removal of session information on the session endpoints as well as the SSM CSF.         

The SSM CSF shall support M2M service sessions that span multiple intermediate CSE hops. The SSM CSF shall leverage the SEC CSF on its local CSE as well the SSM CSF and the SEC CSF on intermediate CSEs to support multi-hop M2M service sessions. In doing so, SSM CSFs on different CSEs shall support coordinated M2M service session management. This includes bootstrapping of session credentials, session authentication and establishment, management of underlying network connections and services related to the session, management of session routing information, and session termination across multiple SSM CSFs.  
----------------------- End of change 9 -----------------------

----------------------- Start of change 10 -----------------------

7.1.7
M2M Request Identifier (M2M-Request-ID)

This is an identifier that tracks a Request initiated by an AE over the Mca reference point, and by a CSE over the Mcc and Mcn reference points, if applicable, end to end. It is also included in the Response to the Request over all the above reference points. 

To enable AE to track Requests and corresponding Responses over the Mca reference point, AEs shall include a distinct M2M Request Identifier per request over the Mca Reference point to the CSE for any initiated request.
'The CSE shall make such M2M Request Identifier received from the AE globally unique by appending its CSE-ID to it.

If the CSE creates a Request Identifier, then the CSE shall maintain a binding between the M2M Request Identifier received from the AE and the CSE Request Identifier it created in its interactions towards other peer CSEs. The CSE shall include the M2M Request Identifier received from the AE in its response to the AE. This binding shall be maintained by the CSE until the Request is deposed off. Note that the Request initiated by the CSE could be the result of an application request, or a request initiated autonomously by the CSE to fulfil a service.

A CSE receiving a Request from a peer CSE shall include the received Request Identifier in all additional requests unspanned (i.e.1:1) it has to generate (including propagation of the incoming Request) and that are associated with the incoming Request, where applicable.

The CSE shall include the same received Request Identifier in its interactions with the Underlying Network, over the Mcn reference point where applicable
Note that the M2M Request Identifier can be made globally unique by including the CSE-ID in combination with any random number.
Editor's Note:  Bring in a contribution to indicate where this information will carried.

Editor's Note:  In order to allow interworking, how the platform understands whether the Request Identifier is globally unique or not needs to be specified.
----------------------- End of change 10 -----------------------

----------------------- Start of change 11 -----------------------

8.1.1
Description

Figure 8.1.1-1 shows the general flow that governs the information exchange within a procedure, which is based on the use of Request and Response scheme. The scheme applies to communications such as: 

· between an AE and a CSE (Mca reference point), and

· among CSEs (Mcc reference point).

The communications can be initiated either by AEs or by CSEs depending upon the operation in the Request message.

----------------------- End of change 11 -----------------------

----------------------- Start of change 12 -----------------------

8.2.2
Accessing Resources in CSEs – Blocking Requests

For the procedures described herein, the addressed resource can be stored in different CSEs. Table 8.2.2-1 describes the possible scenarios, where the addressed resource may be on the local-CSE or on a CSE located elsewhere in the oneM2M System.

In this sub-clause – for simplicity – it is assumed that the Originator of a Request can always wait long enough to get a Response to the Request after the requested operation has finished. This implies potentially long or unknown blocking times (time for which a pending Request has not been responded to) for the Originator of a Request.

For scenarios that avoid such possibly long blocking times, section 8.2.3 specifies mechanisms to handle synchronous and asynchronous resource access procedures via returning appropriate references.

Editor’s Note: How the target of a Request (i.e, an Application or local/hosting CSE) is identified and addressed, is FFS.

Editor’s Note: A message (Request, Response) can be forwarded immediately or forwarded at a later time (e.g in the case of congestion).The procedures related to the forwarding of the Request at a later time are FFS.

Table 8.2.2-1 Accessing Resources in different CSEs

	Traversals across Mca/Mcc Reference Points
	Description
	Reference

	No Hops
	The Originator of the Request accesses a resource.

The Originator of the Request can be an AE or a CSE.

Local CSE and Hosting CSE are the same entity.

The CSE shall check the Access Rights for accessing the resource.

Depending on the expected result content, the CSE shall respond to the Originator of the Request, either with a Success or Failure Response, or not at all.
	Figure 8.2.2-1

	1 Hop
	The Originator of the Request accesses a resource.

The Originator of the Request may only be an AE.

Local CSE and Hosting CSEs different entities.

Local CSE shall forward the Request to the Hosting CSE, after an optional checking of the Access Rights for accessing the resource and the syntax of the Request message. 

Hosting CSE shall check the Access Rights for accessing the resource and depending on the expected result content respond with a Success or Failure Response, or not at all.
	Figure 8.2.2-2

(Editor's Note-1)

	Multi Hops
	The Originator of the Request accesses a resource.

The Originator of the Request may be an AE or a CSE.

Local CSE, Intermediate CSE(s) and the Hosting CSE are different entities.

Local CSE shall forward the Request to an Intermediate CSE (e.g. MN-CSE) that the Local CSE is registered with, if it cannot communicate with the Hosting CSE directly. An optional checking of the Access Rights for accessing the resource and the syntax of the Request message may be performed prior to forwarding the Request.

Intermediate CSE may forward the Request to another Intermediate CSE (e.g. another MN-CSE) that the Intermediate CSE is registered with, if it cannot communicate with the Hosting CSE directly. An optional checking of the Access Rights for accessing the resource and the syntax of the Request message can be performed prior to forwarding the Request.

The Intermediate CSE shall forward the request to the Hosting CSE. An optional checking of the Access Rights and the syntax of the Request message can be performed prior to forwarding the Request.

Hosting CSE shall check the Access Rights for accessing the resource and depending on the expected result content respond with a Success or Failure Response, or not at all.
	Figure 8.2.2-3

(Editor's Note-2)



	1. Editor's Note-1: One-Hop case could potentially include the CSE-to-CSE communication also. The need for such procedures is FFS.

2. Editor's Note-2: The multi-hop procedures address the scenario when the target is on a specific remote CSE. How a flow will work when the target is distributed on multiple remote CSEs is FFS.
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Figure 8.2.2-1: Originator accesses a resource on the Local CSE (No Hops)
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Figure 8.2.2-2: AE accesses a resource at the Hosting CSE (One Hop)
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Figure 8.2.2-3: Originator accesses a resource at the Hosting CSE (Multi Hops)
----------------------- End of change 12 -----------------------

----------------------- Start of change 13 -----------------------

8.2.3.3
Asynchronous Case

In the asynchronous case, it is assumed that the Originator of a Request is actually able to receive notification messages, i.e. the Local CSE could send an unsolicited message to the Originator at an arbitrary time to send the result to a notification target. The possible mechanisms how the notification then reaches the Originator are the same as in the case of a notification after a subscription.

In that case the information flow depicted in Figure 8.2.3.3-1 is applicable. In this case it is assumed that the Originator of the Request provided a reference – notificationReference – for notification when the result of the requested operation is available. 

Equivalent information flows are valid also for cases where the target resource of the requested operation is hosted on the Local CSE. From an Originator’s perspective there is no difference as the later notification of the result of a requested operation would always be an exchange of request/response messages between the Originator and the Local CSE using reference to the original Request.
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Figure 8.2.3.3-2 Non-blocking access to resource in notification mode 
(Hosting CSE not equal to Local CSE), Originator provided reference for notification.
----------------------- End of change 13 -----------------------

----------------------- Start of change 14 -----------------------

9
Resource Management

All entities in the oneM2M System, such as AEs, CSEs, "data", etc., are represented as "resources". A "resource structure" is specified as a representation of the "resources". Such "resources" are uniquely addressable. Procedures for accessing such resources are also specified.
----------------------- End of change 14 -----------------------

----------------------- Start of change 15 -----------------------

9.5
Resource Specification Guidelines

The following guidelines shall be used for the specification of resources.

Resources shall be specified by a tabular notation and the associated graphical representation as follows:

· The resources shall be specified in association with a CSE. The resources are the representation in the CSE of the components and elements within the M2M System. Other CSEs, AEs, application data representing sensors, commands, etc. are known to the CSE by means of their resource representation.  

Resource: is a uniquely addressable entity in the RESTful architecture. A resource shall be transferred and manipulated using the verbs, such as those specified in section 8.1. 

----------------------- End of change 15 -----------------------

----------------------- Start of change 16 -----------------------

9.6.5
Resource Type application

The <application> resource represents information about an Application Entity known to a given Common Services Entity.
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Figure 9.6.5-1: Structure of <application> resource 
(only resource specific attributes are shown)

Editor's Note: To update the picture to include "link", "announceTo" and "announcedAttribute" attribute.
This resource shall contain the child resources according to their multiplicity in Table 9.6.5-1 (0 indicates the optionality of the child resource)
Table 9.6.5-1: Child resources of <application> resource

	Child Resource Name of <application>
	Child Resource Type
	Multiplicity
	Description
	<applicationAnnc> Child Resource Type

	[variable]
	<subscription>
	0..n
	See clause 9.6.8
	<subscription>

	[variable]
	<container>
	0..n
	See clause 9.6.6
	<containerAnnc>

	[variable]
	<group>
	0..n
	See clause 9.6.13
	<groupAnnc>

	[variable]
	<accessControlPolicy>
	0..n
	See clause 9.6.2
	<accessControlPolicyAnnc>

	software
	<mgmtObj>
	1..n
	See clause 9.6.15 for <mgmtObj>. 

This resource represents the software component (or components, if the multiplicity is greater than 1) that compose the application. This mgmtObj shall have at least the following <parameters> child resources of its "parameters" subresource:

name (multiplicity 1)

version (multiplicity 1)

state (multiplicity 1)
	<mgmtObjAnnc>

	[variable]
	<commCapabilities>
	1..n
	Resource  <commCapabilities> needs to be defined.
This resource describes the communication capabilities (essentially the protocols) supported and used by the corresponding Application Entity over the Mca reference point to this CSE.
	<commCapabilitiesAnnc>

	[variable]
	<pollingChannel>
	0..n
	See section 9.6.22.  

When the local CSE of this AE is request-unreachable, the AE should create this <pollingChannel> resource and perform long polling.
	??


The <application> resource shall contain the attributes described in Table 9.6.5-2.

Table 9.6.5-2: Attributes of <application> resource

	Attribute Name of <application>
	Multiplicity
	RW/

RO/

WO
	Description
	<applicationAnnc> Attributes

	resourceType (rT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.
	MP

	parentID (pID)
	1
	RO
	See clause 9.6.1 where this common attribute is described.
	MP

	expirationTime (eT)
	0..1
	RW
	See clause 9.6.1 where this common attribute is described.
	MP

	accessControlPolicyID (aRI)
	1
	RW
	See clause 9.6.1 where this common attribute is described.
	MP

	creationTime (cT)
	1
	RW
	See clause 9.6.1 where this common attribute is described.
	MP

	lastModifiedTime (lMT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.
	MP

	labels (lBs)
	0..1
	RO
	See clause 9.6.1 where this common attribute is described.
	MP

	link
	1
	WO
	See section 9.6.1 where this common attribute is described. This is only for <applicationAnnc>.
	MP

	announceTo
	1
	RW
	See section 9.6.1 where this common attribute is described.
	NP

	announcedAttribute
	1
	RW
	See section 9.6.1 where this common attribute is described.
	NP

	name
	1
	RO
	The (usually human readable) name of the application, as declared by the application developer (e.g. "HeatingMonitoring")
	OP

	App-ID
	1
	RO
	Application Identifier
	OP

	App-Inst-ID
	1
	RO
	When the application resource refers to an actual application instance in the executing environment.
	OP

	pointOfAccess
	0..n
	RW
	The list of addresses for communicating with the registered Application Entity over Mca reference point via the transport services provided by Underlying Network (e.g., IP address, FQDN, URI). This attribute shall be accessible only by the Application and the hosting CSE.
	??

	ontologyRef
	0..1
	RW
	A reference (URI) of the ontology used to represent the information that is managed and understood by the AE; to be passed to the AE
	OP

	nodeLink
	0..1
	RO
	A reference (URI) of a <node> resource that stores the node specific information only if this <application> resource is about ADN-AE and the <node> resource is existed in the parent resource, <CSEBase>.
	??


----------------------- End of change 16 -----------------------

----------------------- Start of change 17 -----------------------

9.6.12
Resource Type request
The use of this resource type is optional depending on the configuration.

When a CSE is requested to initiate an operation for which the result should be available to the Originator by reference ('rt' information of the request set to 'Acknowledgement'), the local CSE which received the Request directly from the Originator may need to provide a reference back to the Originator so that the Originator can access attributes of the Request at a later time - for instance in order to retrieve the result of an operation that was taking a longer time. The Originator (or any other authorized entity depending on access rights) can access the request status and the requested operation result through it.

The <request> resource may get deleted by the CSE that is hosting it: 

when the result of the requested operation (if any result was requested at all) has been sent back to the Originator (either by notification to the Originator or by retrieval initiated by the Originator);

when the expiration time of the <request> resource is reached;

at any other time -  depending on local settings in the CSE that hosts the <request> resource.

Editor's Note: The exact way how to define that setting (e.g. via DM) is FFS.

For the purpose of providing a standardized structure for expressing and accessing the context of a previously issued Request, the resource type request is defined.
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Figure 9.6.12-1: Structure of <request> resource
(only resource specific attributes are shown)

The resource <request> shall contain the attributes according to their multiplicity shown in Table 9.6.12-1.

· Table 9.6.12-1: Attributes of <request> resource

	Attribute Name of <request>
	Multiplicity
	RW/

RO/

WO
	Description

	expirationTime (et)
	1
	RW
	See clause 9.6.1 where this common attribute is described.

	parentID (pID)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	creationTime (cT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	lastModifiedTime (lMT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	versionTag (vT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	operation
	1
	RO
	The operation requested by the Originator, e.g. modifying the content of a container, registering an AE. 

	target
	1
	RO
	The address or the target resource for the requested operation. 

	originator
	1
	RO
	The originating entity for the request. 

	metaInformation
	1
	RO
	Meta information about the request. The content of this attribute is equivalent to the "mi" information in clause 8.1.

	content
	1
	RO
	Contains the content that is supposed to be sent to the target resource.

	requestStatus
	1
	RO
	Contains information on the current status of the Request, e.g. "accepted and pending". 

	operationResult
	1
	RO
	Contains information on the result of the requested action, e.g. "Resource created with URI: XXX". 


Creation of a <request> resource can only be done on a local CSE implicitly by an AE issuing a generic CRUD request for any other resource type to the Local CSE. A Local CSE cannot accept requests to create a <request> resource directly.

Retrieving of <request> resources or attributes of a <request> resource is allowed for authorized entities.

Update of a <request> resource can only be done by the CSE that hosts the <request> resource or by CSEs that provide operation results pertaining to the request (for instance when the result of an operation requested for a remote CSE becomes available).

Deletion of a <request> resource is possible by authorized entities. If the execution of the request was still pending at the time of deletion, the hosting CSE should to stop any further attempts to execute the request.
----------------------- End of change 17 -----------------------

----------------------- Start of change 16 -----------------------

9.6.13
Resource Type group
The <group> resource represents a group of resources of the same or mixed types. The <group> resource can be used to do bulk manipulations on the resources represented by the members. The <group> resource contains an attribute that represents the members of the group and a virtual resource (the members) that allows verbs to be applied to the resources represented by those members.

When used as one of the permission holders in an <accessControlPolicy> resource, the group can be used to grant a collection of AEs (represented by <application> resources) or CSEs (represented by <remoteCSE> resources) permissions for accessing (Creating children, Retrieving, etc.) a resource.
----------------------- End of change 18 -----------------------

----------------------- Start of change 19 -----------------------

10.1.1
CREATE (C)

The CREATE procedure shall be used by an Originator CSE or AE to create a resource on a Receiver CSE (also called the hosting CSE). The procedure will be divided in two, since there is a need to distinguish between registration related creation and non-registration related procedures.

The registration related procedure is only applicable for the following resource types:

<AE>, and

<remoteCSE>

While non-registration related procedure is applicable for all other resource types described in section 9.6.
----------------------- End of change 19 -----------------------

----------------------- Start of change 20 -----------------------

10.1.1.2.1
 CSE Registration procedure

The procedure for CSE registration follows the procedure described in section 10.1.1.1, but with some exceptions. Below is the detailed description on how to perform the CSE registration and which part of the procedure deviates from the one described in section 10.1.1.1.

The registration procedure requires the creation of two resources (a <remoteCSE> on the Receiver CSE and a <remoteCSE> on the Originator CSE) rather than one resource. The registration procedure is always initiated by a CSE in the field domain and follows the restrictions described in section 6.2.9.

Receiver: Once the Originator has been successfully authenticated and access to the Receiver has been granted (as described in section XXX), the Receiver shall allow the creation of the <remoteCSE> resource since at registration time there are no appropriate privileges associated with the AE yet.
----------------------- End of change 20 -----------------------

----------------------- Start of change 21 -----------------------

10.1.1.2.2
 Application Entity Registration procedure

The procedure for AE registration follows the procedure described in section 10.1.1.1 with the following exception:

Receiver, once the Originator has been successfully authorized (as described in section XXX), the Receiver shall allow the creation of the <application> resource according to the Access Right. The receiver shall use, if present, the suggested name from the information parameter nm in the request. If the suggested name of the resource cannot be use (i.e a resource with that name already exists) the Receiver shall reject the CREATE request. If the request does not provide the optional nm, then the Receiver shall create the resource and assign a name to it.

Editor’s Note: which accessControlPolicy needs to be used is FFS.

Step 001: The Originator shall send the following information in the CREATE Request message:

fr: credentials of the Originator, as defined in section XXX

Editor’s Note: more investigation is needed in WG4 for clarify what will be the value of fr and in which section it will be described.

Step 002: for the <application> resource the Receiver cannot perform the action described in the first bullet of 10.1.1.1:

All the other parameters of the request and the following steps do not deviate from section 10.1.1.1.
----------------------- End of change 21 -----------------------

----------------------- Start of change 22 -----------------------

10.2.4.3
Retrieve <delivery> 

This procedure shall be used for requesting a CSE to provide information on a previously created <delivery> resource which represents delivery of data to a target CSE.

Originator: Originator can be a CSE or an AE.

Receiver: The Receiver shall provide the content of the addressed <delivery> resource or the addressed attributes thereof.
----------------------- End of change 22 -----------------------

----------------------- Start of change 23 -----------------------

10.2.4.4
Update <delivery> 

This procedure shall be used for requesting a CSE to update information on a previously created <delivery> resource which represents a pending delivery of data to a target CSE. The update may have impact on further processing of the delivery.

Originator: Originator can be a CSE or an AE. Originator needs to be authorized to modify the addressed <delivery> resource, i.e. it needs to be authorized to change the represented delivery process.
----------------------- End of change 23 -----------------------

----------------------- Start of change 24 -----------------------

10.2.4.5
Delete <delivery>

This procedure shall be used for requesting a CSE to cancel a pending delivery of data to a target CSE or to delete the <delivery> resource of an already executed delivery.

Originator: Originator can be a CSE or an AE. Originator needs to be authorized to modify the addressed <delivery> resource, i.e. it needs to be authorized to change the represented delivery process.

Receiver: The Receiver shall remove the addressed <delivery> resource and stop the corresponding delivery process if it is still pending
----------------------- End of change 24 -----------------------

----------------------- Start of change 25 -----------------------

10.2.6.5
Delete <group>

This procedure shall be used for deleting an existing <group> resource.

Originator: The Originator shall request to delete an existing <group> type resource by using the DELETE verb. The request shall address the specific <group> resource of a Hosting CSE. The Originator may be an AE or a CSE.

Receiver: The Receiver shall check if the Originator has DELETE permission on the <group> resource. Upon successful validation, the CSE shall remove the resource from its repository and shall respond to the Originator with the appropriate responses.
----------------------- End of change 25 -----------------------

----------------------- Start of change 26 -----------------------

12.1.1
Information Recording Triggers

Triggers have to be configured in the IN node by the M2M service provider to initiate information recording. 

The M2M infrastructure nodes shall be able to initiate recording based on any of the following triggers:-

· A request received by the M2M IN over the Mcc reference point.

· A request received by the M2M IN over the Mca reference point  

· A request initiated by the M2M IN over any reference point

· Timer- based triggers for non- request based information recording. This trigger is used only when the memory size of a container over a period of time is required.    

More than one trigger can be simultaneously configured. 

The recording triggers may also be configurable, for example, as follows:

· On a per CSE basis, or a group of CSEs for requests originating/arriving from/at the M2M IN.

· On a per AE basis or a group of AEs 
· The default behaviour is that no  CSEs/AEs are configured.

----------------------- End of change 26 -----------------------

----------------------- Start of change 27 -----------------------

12.1.2.2
Information Elements within an M2M Event Record

The information elements within an M2M event record are defined in Table 12.1.2.2-1. 

Every M2M event record shall be tagged to depict its content according to the following classification:

Data related procedures: represent procedures associated with data storage or retrieval from the M2M IN (eg. Container related procedures)

Control related procedures: represent all procedures that are not associated with data storage/retrieval from the M2M IN with the exclusion of group and device management related procedures (e.g. subscription procedures, registration)

Group related procedures: represent procedures that handle groups.  The group name may be derived from the target resource in these cases.

Device Management Procedures

Occupancy based trigger for recording the occupancy as described in Section 12.1.1

· Table 12.1.2.2-1: Information Elements within an M2M Event Record

	Information Element
	For request based triggers

Mandatory / optional
	For timer based triggers

Mandatory / optional


	Description

	M2M Subscription Identifier
	M
	M
	The M2M subscription ID associated with the request. This is inserted by the IN (see 12.1.3)

	Application Entity ID
	CM (when applicable)
	NA
	The M2M Application instance ID if applicable

	External ID
	CM (when Applicable)
	NA
	The external ID to communicate over Mcn where applicable

	Receiver
	M
	NA
	Receiver of an M2M request (can be any M2M Node)

	Issuer
	M
	NA
	Issuer of the M2M request (can be any M2M node)

	Hosting CSE-ID
	O
	NA
	The hosting CSE-ID for the request in case the receiver is not the host, where  applicable

	Target ID
	M
	NA
	The target URL for the M2M request if available. Alternatively can be the target resource identifier

	Protocol Type
	O
	NA
	Eg. HTTP, CoAP

	Request  Operation
	O
	NA
	Request Operation  as defined in section 8.1.2

	Request Headers size
	O
	NA
	Number of bytes for the headers in the Request, or number bytes of control information

	Request Body size
	O
	NA
	Number of bytes of the body transported in the Request if applicable

	Response Headers size
	O
	NA
	Number of bytes for the headers in the Response or number bytes of control information

	Response Body size
	O
	NA
	Number of bytes of the body transported in the Response if applicable

	Response Code
	O
	NA
	

	Time Stamp
	M
	M
	The time for the recording the M2M event record

	M2M-Event-Record-Tag
	M
	M
	A Tag for the M2M event record for classification purposes. This tag is inserted by the IN and is M2M SP specific

	Control Memory Size
	O
	NA
	Storage Memory (in bytes), where applicable, to store control related information associated with the M2M event  record(excludes data storage associated with container related operations)

	Data Memory Size
	O
	NA
	Storage Memory in Kbytes, where applicable, to store data  associated with container related operations

	Access Network Identifier
	O
	O
	Identifier of the access network associated with the M2M event record.

	Additional Information
	O
	
	Vendor specific information

	Occupancy
	NA
	M
	Overall size (in Bytes) of the containers generated by a set of AEs identified by the M2M Subscription Identifier

	Group Name
	CM
	NA
	Shall be included by the IN in the following cases:

-  Fanning operation initiated by the M2M IN

-  A request received by the M2M IN as a result of a fanning operation initiated elsewhere.

The group tag shall also be set in this case

	maxNrOfMembers
	O
	NA
	Maximum number of members of the group for Create and Update operation. 

	currentNrOfMembers
	O
	NA
	Current number of members in a group. The request shall be logged and information elements shall be recorded from the request before processing it or sending it out. After obtaining corresponding response, currentNrOfMembers shall be updated with the values from the response.

	Subgroup Name 
	CM
	NA
	Includes the subgroup member name of a group. 

It shall be included by the M2M IN in the case when

-  Fanning operation initiated by the M2M IN and one of the members of the group is a subgroup

-  A request received by the M2M IN as a result of a fanning operation initiated elsewhere.

The group tag shall also be set in this case


----------------------- End of change 27 -----------------------

----------------------- Start of change 28 -----------------------

12.2.2
Filtering of Recorded Information for Offline Charging 

Recorded information is the basis for offline charging. To fulfil the needs of different billing systems not all recorded information is required in all cases. Hence, the M2M Charging Function shall be configurable to only select the desired information from the recorded information for transfer to the Charging Server. This configuration shall support selecting the desired information based on the following capabilities: 

· On a per CSE basis, or a group of CSEs, for requests originating/arriving from/at the IN. This applies to all M2M nodes within the M2M framework

· On a per AE basis or a group of AEs.

· The default behaviour is that no CSEs/AEs are configured.

The charging function shall ensure that information selected for transfer to the charging server has also been selected for recording before a configuration is deemed acceptable for execution.
----------------------- End of change 28 -----------------------

----------------------- Start of change 29 -----------------------

Annex A


(Informative): Mapping of Requirements with CSFs

The following table illustrates the mapping of the Requirements specified in TS-0002 [ref] with the CSFs specified in this document.

· Table A-1: Mapping of Requirements to CSFs

	CSF Name
	Supported Sub-Functions
	Associated Requirements
	Notes

	Addressing and Identification

(AID)
	· Management of identifiers
	· OSR-026 

· OSR-023

· OSR-024 

· OSR-025
	Overlap w/:

DSC for OSR-023, OSR-024, and 

OSR-025

	Communication Management/Delivery Handling

(CMDH)
	· Providing communications with other CSE's, AE's, and NSE's
· Communications management: best effort
· Communications policy management
· Underlying Network connectivity management
· Communications management: data store and forward
· Ability to trigger off-line device
	· OSR-001
· OSR-002 
· OSR-005 
· OSR-006 
· OSR-008 
· OSR-009 
· OSR-012 
· OSR-013 
· OSR-014 
· OSR-015 
· OSR-018 
· OSR-019 
· OSR-021 
· OSR-027 
· OSR-032 
· OSR-035 
· OSR-038 
· OSR-039 
· OSR-040 
· OSR-048 
· OSR-049 
· OSR-050 
· OSR-053 
· OSR-062 
· OSR-063 
· OSR-064
· OSR-065 
· OSR-066 
· OSR-067 
· OSR-068
· CRPR-001 
· CRPR-002 
· CRPR-003
· MGR-016
	Overlap w/:

DMR for OSR-001, OSR-009, OSR-021, OSR-032

SSM for OSR-009

LOC for OSR-006

GMG for OSR-006

NSSE for OSR-006, OSR-027

SSM for OSR-009

	Data  Management and Repository

(DMR)
	· Data storage and management
· Semantic support
· Data aggregation
· Data analytics
· Device data backup and recovery  
	· OSR-001 
· OSR-007
· OSR-009 
· OSR-016
· OSR-020 
· OSR-021 
· OSR-032 
· OSR-034 
· OSR-036 
· OSR-058
· SMR-006
· SER-015
	Overlap w/:

CMDH for OSR-001, OSR-009, OSR-021, OSR-032

SUB for OSR-016

GMG for OSR-020

.

	Device Management

(DMG)
	· Configuration Management
· Diagnostics and Monitoring
· Firmware management
· Software management
· Device Area Network topology management
	· OSR-017
· OSR-069
· OSR-070
· OSR-071
· OPR-001 
· OPR-002 
· OPR-003
· MGR-001 
· MGR-003 
· MGR-004 
· MGR-006 
· MGR-007 
· MGR-008 
· MGR-009 
· MGR-011 
· MGR-012 
· MGR-013 
· MGR-014 
· MGR-015 
· MGR-019 
· MGR-020 
· MGR-021
· SER-013 
· SER-014
	Overlaps w/:

GMG for OSR-017

SEC for SER-013



	Discovery

(DIS)
	· Discover resource
· Local discovery (within CSE)
· Directed remote discovery
	· OSR-023 
· OSR-024 
· OSR-025 
· OSR-059 
· OSR-060 
· OSR-061
· MGR-002
· SMR-004
	Overlaps w/:

AID for OSR-023, OSR-024, OSR-025

	Group Management

(GMG)


	· Management of a group and its membership
· CRUD
· Use Underlying Network group capabilities
· Bulk operations
· Access control
	· OSR-006
· OSR-017 
· OSR-020 
· OSR-029 
· OSR-030 
· OSR-031 
· OSR-037 
· OSR-047
· MGR-005
	Overlaps w/:

CMDH for OSR-006

LOC for OSR-006

GMG for OSR-006

NSSE for OSR-006,

OSR-037

DMR for OSR-020

DMG for OSR-017

	Location

(LOC)
	· Location management
· Network-provided
· GPS-provided
· Confidentiality enforcement as it relates to location  
	· OSR-006 
· OSR-051 
· OSR-052
· SER-026
	

	Network Service Exposure /Service execution and triggering

(NSSE)
	· Access Underlying Network service
· Location
· Device triggering
· Small data
· Policy and charging
· Support multiple Underlying Network functions
	· OSR-006 
· OSR-011 
· OSR-027 
· OSR-037 
· OSR-054 
· OSR-055 
· OSR-056
· MGR-017 
· MGR-018
· OPR-004 
· OPR-005 
· OPR-006
	Overlaps w/:

CMDH for OSR-027

GMG for OSR-006,

OSR-037

LOC for OSR-006

	Registration (REG)
	· CSE registration
· Application AE registration
· Device registration
· ID correlation
	· MGR-010
	Overlaps w/:

SEC

	Security (SEC)
	· Sensitive Data Handling
· Secure storage
· Secure execution
· Independent environments
· Security administration
· Pre-provisioning
· Dynamic bootstrap
· Network bootstrap
· Security association
· Link level
· Object level
· Authorization and access
· Identity protection
	· SER-001
· SER-002 
· SER-003
· SER-004 
· SER-005
· SER-006
· SER-007
· SER-008
· SER-009
· SER-010 
· SER-011
· SER-012
· SER-013
· SER-016
· SER-017
· SER-018
· SER-019
· SER-020 
· SER-021 
· SER-022
· SER-023
· SER-024
· SER-025
· MGR-010
	Overlap w/:

DMG for SER-013

REG for MGR-010

SSM for SER-007

	Service Charging and Accounting

(SCA)
	· Charging enablers
· Sending charging information to charging server
· Subscription-based charging
· Event-based charging
· Session-based charging
· Service-based charging
· Correlation with Underlying Network
· Charging management
· Offline charging
· Online charging
	· CHG-001, 
· CHG-002a, 
· CHG-002b, 
· CHG-003, 
· CHG-004, 
· CHG-005
	

	Service Session Management

(SSM)


	· Service Session Management (CSE to CSE, AE to CSE, and AE to AE)
· Session persistence over link outage
· Session context handling
· Assignment of session ID
· Session routing
· Multi-hop session management
· Session policy management
	· OSR-003 
· OSR-004
· OSR-009 
· OSR-045
· SER-007
	Overlap w/:

CMDH and DMR for

OSR-009 

SEC for SER-007

	Subscription/Notification Support

(SUB)
	· Subscribe (CSE, AE)
· Local
· Remote
· Subscription to a group
· Notification
· Synchronous
· Asynchronous
	· OSR-010 
· OSR-016 
· OSR-033
	Overlaps w/:

DMR for OSR-016


----------------------- End of change 29 -----------------------

----------------------- Start of change 30 -----------------------

Annex E


(Informative) CSE Minimum Provisioning

The present section defines the minimum set of resources instantiated in a CSE node with the scope to make it ready to provide services to entities that will register to.

For the purpose of the initial configuration two roles are identified:

superuser: this role allows the full CSE control according to infrastructure provider policies. Only one superuser role is allowed per CSE;

user: is the role associated to an AE that will register itself to local CSE. More than one user roles are allowed per CSE. More than one applications can access to CSE with the same role.

Superuser role may be created with the following associated resources:

1) Definition or assignment of CSE-ID name that may be unique in the node hosting the CSE to be instantiated.

2) Creation of <CSEBase> resource with name equal to CSE-ID.

3) Creation of following child resources belonging to a tree with <CSEBase> as root:

<accessControlPolicy> child resource enabling full access control for superuser’s invoked operations to the tree resources. Subsequent created resources may have accessControlPolicyID attribute addressing this <accessControlPolicy> resource.


<application> child resource to be used as registered AE dedicated to superuser related activities.

Each user role may be created with the following associated resources:

4) Definition or assignment of an AE name that may be unique in the CSE.

5) Creation of <application> child resource of <CSEBase> resource named as described in step 1, to be used as registered application dedicated to user related activities.

6) Creation of following child resources belonging to a tree with <application> as root:

a) <accessControlPolicy> resource enabling partial access control (e.g. these resources cannot be deleted be the user, superuser’s resources can only be read by user) for user’s invoked operations to the tree resources. <application> resource can be updated with accessControlPolicyID attribute addressing <accessControlPolicy> resource.

The above described operations may be executed in the node in order provide the elements and the access rights required to provide the initial access to resource operations.

Same user can create more than one <application> resources and other child resource types.

Once user role resource trees have been created the registered AE associated to <application> resource (defined for a user role in step 2) is able to create its own <container> resource to store business logic application data that can be shared to other registered AEs in a controlled way acting on its own <accessControlPolicy> resource.
----------------------- End of change 30 -----------------------

----------------------- Start of change 31 -----------------------

9.6.31
Resource Type statsConfig
The <statsConfig> resource shall be used to store configuration of statistics for AEs. The <statsConfig> may be established by the service provider. It may be provisioned using device management.  The <statsConfig> shall be applied to the Infrastructure Node. The <statsConfig> resource shall be located directly under <CSEBase> of IN-CSE. The <eventConfig> sub-resource shall be used to define events that trigger statistics collection. Below are some examples of events that can be configured by a Service Provider: 

Collection based on a certain operation: collects any RETRIEVE operations on the data created by the collecting entity

Collection based on storage size: collects the size of storage when a <container> resource created by the collecting entity exceeded a quota

Combined configuration: collects all RETRIEVE operations on the data created by the collecting entity during a period of time  
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Figure 9.6.31-1: Structure of <statsConfig> resource 
(only resource specific attributes are shown)

This resource shall contain the child resources according to their multiplicity in Table 9.6.31-1 (0 indicates the optionality of the child resource).

· Table 9.6.31-1: Child resources of <statsConfig> resource
	Child Resource Name of <statsConfig>
	Child Resource Type
	Multiplicity
	Description

	[variable]
	<eventConfig>
	0..n
	See section 9.6.32.  This resource configures an event for statistics collection. 


The <statsConfig> resource shall contain the attributes described in Table 9.6.31-2.

· Table 9.6.31-2: Attributes of <statsConfig> resource

	Attribute Name of <statsConfig>
	Multiplicity
	RW/

RO/

WO
	Description

	resourceType (rT)
	1
	RO
	See section 9.6.1 where this common attribute is described

	parentID (pID)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	accessControlPolicyID (aRI)
	1..n
	RW
	See section 9.6.1 where this common attribute is described

	creator (cr)
	1
	RW
	See section 9.6.1 where this common attribute is described

	creationTime (cT)
	1
	RO
	See section 9.6.1 where this common attribute is described

	expirationTime (eT)
	1
	RW
	See section 9.6.1 where this common attribute is described

	lastModifiedTime (lMT)
	1
	RO
	See section 9.6.1 where this common attribute is described

	labels (lBs)
	0..1
	RW
	See section 9.6.1 where this common attribute is described


9.6.32
Resource Type eventConfig
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Figure 9.6.32-1: Structure of <eventConfig> resource 
(only resource specific attributes are shown)

The <eventConfig> resource shall contain the attributes described in Table 9.6.32-1.

· Table 9.6.32-1: Attributes of <eventConfig> resource
	Attribute Name of <eventConfig>
	Multiplicity
	RW/

RO/

WO
	Description

	resourceType (rT)
	1
	RO
	See section 9.6.1 where this common attribute is described

	parentID (pID)
	1
	RO
	See section 9.6.1 where this common attribute is described.

	accessControlPolicyID (aRI)
	1..n
	RW
	See section 9.6.1 where this common attribute is described

	creator (cr)
	1
	RW
	See section 9.6.1 where this common attribute is described

	creationTime (cT)
	1
	RO
	See section 9.6.1 where this common attribute is described

	expirationTime (eT)
	1
	RW
	See section 9.6.1 where this common attribute is described

	lastModifiedTime (lMT)
	1
	RO
	See section 9.6.1 where this common attribute is described

	labels (lBs)
	0..1
	RW
	See section 9.6.1 where this common attribute is described

	eventID
	1
	RO
	This attribute uniquely identifies the event to be collected for statistics for AEs.

	eventType
	1
	RW
	This attribute indicates the type of the event, such as timer based, data operation, storage based, etc. 

	eventStart
	0..1
	RW
	This attribute indicates the start time of the event. 

	eventEnd
	0..1
	RW
	This attribute indicates the end time of the event

	transactionType
	0..1
	RW
	This attribute defines the type of the operation to be collected by statistics, such as CREATE, RETRIEVE. 

	dataSize
	0..1
	RW
	This attribute defines the data size if an event is triggered when the stored data exceeded a certain size. 


----------------------- End of change 31 -----------------------

----------------------- Start of change 32 -----------------------

9.6.33
Resource Type statsCollect
The resource type <statsCollect> shall be used to define different triggers for the IN-CSE to collect statistics for AEs. One node may setup multiple triggers. One trigger may be activated or de-activated. The <statsCollect> resource shall be located directly under <CSEBase> of IN-CSE.
----------------------- End of change 32 -----------------------

----------------------- Start of change 33 -----------------------

10.2.15
Service Charging and Accounting Procedures
· 10.2.15.1
Introduction

This section is informative and provides a use case example to explain how the Infrastructure Node provides  statistics for AEs using the <statsConfig> and <statsCollect> resources as defined in clause 9.6.15. 

· 10.2.15.1.1
Service Event-based Statistics Collection for Applications

Figure 10.2.15.1-1 shows an example of service layer event-based charging based on the Infrastructure Node. 

Step 1-2:   A statistics collection resource called <statsConfigSCA1> was created at the IN-CSE by an AE of billing application. Note that the <statsConfig> can also be provisioned. In this use case, the <statsConfigSCA1> has the <eventConfig> sub-resource. For this specific use case, the <eventConfig> can be set as following: The “eventID” is set with a unique ID to differentiate from other chargeable events. The “eventType” defines what event will trigger the generation of service statistics collection record and is set to “Data Operation” for this case. “eventStart” and “eventEnd” apply to timer based event so they will not be included in this event. “transactionType” will be “RETRIEVE”. “dataSize” does not apply so it is not included. 

Step 3-5:  In this example, AE1 already registered to IN-CSE. IN-CSE can make the statistics collection configuration accessible by AE. Based on the <statsConfigSCA1>, AE1 creates a statistics collection trigger for itself, stored in <statsCollectAE1>. AE1 will fill in the information for the collection rule. For example, it fills the “collectingEntityID” with the App-ID of AE1, and the “collectedEntityID” empty, which means to collect for any entities. “status” is set to “Active”. The “statsModel” is “event-based”. The “subscriberID” is set to the M2M-Sub-ID for AE1. The “eventID” is set with the same ID value as the “eventID” in the  <statsConfigSCA1>.  This event collection trigger can be saved at the IN-CSE and IN-CSE will assign a unique ID in attribute “statsCollectID”.  

Step 6-8:  When the configured event happens, i.e. when AE2 performed a RETRIEVE operation to the data owned by AE1 at IN-CSE, the event is recorded by IN-CSE. The SCA CSF at IN-CSE generates a service statistics collection record that sends it to AE1. AE1 can choose to use such information for its own billing.  

Step 9:      The AE of billing application can update or retrieve the charging policies and collection scenarios that it has the access right.
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Figure 10.2.15.1-1: Event-based Statistics Collection for AEs
· 10.2.15.2 
CREATE <statsConfig>

This procedure shall be used for the Originator to establish a set of configurations for statistics collection at the Receiver. 

The configuratoins shall be stored at the <statsConfig> resource and each instance of the <statsConfig> resource shall represent a specific configuration. 

Editor’s Note: The texts below provide examples on how to populate the sub-resources and attributes. Many of the attributes are enumeration type and the exact values will be defined in Stage 3. 

Originator: The Originator shall be an AE or the IN-CSE that wants to set up the statistics collection configurations. According to the definition of the <statsConfig>, the Originator shall: 

for Event based collection provide the sub-resource <eventConfig> 

This sub-resource is used to define different events to be collected, each identified by a unique “eventID”. 

eventID: The “eventID” shall uniquely identify an event. The Originator may provide a value in the Request. The Receiver shall verify whether the ID is unique or not, and if not, provides a new value.  

eventType: The “eventType” is a mandatory attribute. The Originator shall provide an eventType. An example of an eventType is “Data Operation”, which means that chargeable events information recording is triggered when the charged entity conducts a data operation. “Data Operation” can be further refined by the “transactionType” attribute. 

eventStart: The “eventStart” is an optional attribute. The Originator shall provide a start time for the event only if the “eventType” is set to “Timer based”. 

eventEnd: The “eventEnd” is an optional attribute. The Originator shall provide an end time for the event only if the “eventType” is set to “Timer based”.

transactionType: The “transactionType” is an optional attribute. Examples of “transactionType” can be “CREATE”, “RETRIEVE”. 

dataSize: The “dataType” is an optional attribute. The Originator shall provide a value for it only if the “eventType” is set to “Storage based”.

Receiver: The Receiver shall be an IN-CSE containing the SCA CSF. The Receiver shall validate whether the Originator has proper permissions for creating a <statsConfig> resource, and whether the values provides in the Request message are valid. Upon successful validation, the Receive shall create a new <statsConfig> resource with the provided values. 

· Table 10.2.15.2-1: CREATE Call Flow

	Description

	Call flow type
	CREATE

	Pre-conditions 
	Originator needs to create a <statsConfig> resource at the Receiver

	Information on Request message
	op: Create

fr: ID of the Originator

to: URI of the parent of the target resource to be created

cn:  contain the resource representation of <statsConfig>

The Originator can provide the  <eventConfig> sub-resource to enable event-based configuration for statistics collection 

The Originator may specify other Optional parameters as discussed in [section 8.1.2 Request]



	Local processing on Receiver CSE
	No change from the generic procedure

	Generic Information on Response message
	No change from the generic procedure

	Post-conditions 
	None

	Exceptions
	No change from the generic procedure


· 10.2.15.3
RETRIEVE <statsConfig>

The RETRIEVE call flow shall be used for the Originator to retrieve the existing <statsConfig> resource from the Receiver. 

Originator: The Originator shall be an AE that is allowed to retrieve configuration information available for AE from the SCA CSF within a CSE. 

Receiver: The Receiver shall be the IN- CSE containing the SCA CSF. The Receiver shall verify if the Originator has the READ permission on the <statsConfig> resource targeted. Upon successful validation, the Receiver CSE shall respond to the Originator with the resource representation. 

· Table 10.2.15.3-1: RETRIEVE Call Flow

	Description

	Call flow type
	RETRIEVE

	Pre-conditions 
	Originator needs to retrieve the <statsConfig> resource at the Receiver

	Information on Request message
	op: Retrieve

fr: ID of the Originator

to: URI of the <statsConfig> resource or its attribute or sub-resource to be retrieved

cn:  void

The Originator may specify other Optional parameters as discussed in [section 8.1.2 Request]



	Local processing on Receiver CSE
	No change from the generic procedure

	Generic Information on Response message
	No change from the generic procedure

	Post-conditions 
	None

	Exceptions
	No change from the generic procedure


· 10.2.15.4 
UPDATE <statsConfig>

An UPDATE procedure on the <statsConfig> resource is used for the Originator to update charging related policies at the Receiver. 

Originator: The Originator shall be the AE that created the <statsConfig> resource. The same AE shall be able to update the resource. 

Receiver: The Receiver shall be a CSE containing the SCA CSF. The Receiver shall check if the Originator has the WRITE permission to update the addressed resource. 

· Table 10.2.15.4-1: UPDATE Call Flow

	Description

	Call flow type
	UPDATE

	Pre-conditions 
	The Originator needs to update the charging policies that  it established at the Receiver by using the <statsConfig> resource

	Information on Request message
	op: Update

fr: ID of the Originator

to: URI of the <statsConfig> resource or its attribute or sub-resource to be updated

cn:  the Originator provides the sub-resource or attributes to be updated

The Originator can update attributes under <eventConfig> to update event-based configuration for statistics collection

The Originator may specify other Optional parameters as discussed in [section 8.1.2 Request]



	Local processing on Receiver CSE
	No change from the generic procedure

	Generic Information on Response message
	No change from the generic procedure

	Post-conditions 
	None

	Exceptions
	No change from the generic procedure


· 10.2.15.5 
DELETE <statsConfig>

Originator: The Originator shall be the AE that created the <statsConfig> resource. 

Receiver: The Receiver shall be a CSE containing the SCA CSF. 

· Table 10.2.15.5-1: DELETE Call Flow

	Description

	Call flow type
	DELETE

	Pre-conditions 
	Originator needs to DELETE the <statsConfig> resource at the Receiver

	Information on Request message
	op: Delete

fr: ID of the Originator

to: URI of the <statsConfig> resource to be deleted

cn:  void

The Originator may specify other Optional parameters as discussed in [section 8.1.2 Request]

	Local processing on Receiver CSE
	No change from the generic procedure

	Generic Information on Response message
	No change from the generic procedure

	Post-conditions 
	None

	Exceptions
	No change from the generic procedure


· 10.2.15.6 
CREATE <statsCollect>

This procedure shall be used for the Originator to establish collection scenarios at the Receiver. 

The collection scenarios are stored at the  <statsCollect> resource. Multiple collection scenarios can be created based on one <statsConfig>. 

Originator: The Originator shall be an AE that wants to set up the collection scenarios to the SCA CSF in a CSE. According to the definition of the <statsCollect>  resource, the Originator shall populate the attributes defined for the <statsCollect> resource except for “statsCollectID”. (see clause 9.6.15.3). The “statsCollectID” shall be unique in the same service provider domain. To ensure the uniqueness, the IN-CSE shall create the statsCollectID. 

Here are other attributes in the <statsCollect> resources: 

collectingEntityID: The “collectingEntityID” is a mandatory attribute. The Originator shall provide the ID as defined in  clause 7.1 to identify the entity that charges. 

collectedEntityID: The “collectedEntityID” is a mandatory attribute. The Originator shall provide the ID as defined in  clause 7.1 to identify the entity that being charged. 

status: The “status” is a mandatory attribute. The Originator shall set the value for this attribute to specify the status of the rule. Examples of values can be “ACTIVE”, “INACTIVE”.

statsModel: The “statsModel” is a mandatory attribute. The Originator shall set the value to indicate a collection model. Examples of values can be “subscriber-based”, “event-based”. 

subscriberID: The “subscriberID” is a mandatory attribute. It is the service subscriber ID for the collected entity. The Originator shall provide the “M2M-Sub-ID” as defined in clause 7.1. 

collectPeriod: The “collectPeriod” is an optional attribute. It applies to the subscriber-based charging model. The Originator shall provide a value of the information recording collection period. An example of the value can be “monthly”. 

eventID: The “eventID” is an optional attribute. The Originator shall provide a value only if the “statsModel” is “event-based”. The Originator shall provide the eventID that is defined in the resource <statsConfig>. Since there can be many different chargeable events defined by different charging policies, the eventID uniquely identifies the specific chargeable event for this charging rule. 

Receiver: The Receiver shall be an IN-CSE containing the SCA CSF. The Receiver shall validate whether the Originator has proper permissions for creating a <statsCollect> resource. Upon successful validation, create a new <statsCollect> resource with the provided attributes. The IN-CSE shall also create a unique “statsCollectID”. 

Once a <statsCollect> is crated and the “status” is “ACTIVE, the SCA CSF in the IN-CSE shall generate service statistics collection record when the conditions defined by the rules are met. 

· Table 10.2.15.6-1: CREATE Call Flow
	Description

	Call flow type
	CREATE

	Pre-conditions 
	Originator needs to create a <statsCollect> resource at the Receiver

	Information on Request message
	op: Create

fr: ID of the Originator

to: URI of the parent of the target resource to be created

cn:  contain the resource representation of <statsCollect>

The Originator may specify other Optional parameters as discussed in [section 8.1.2 Request]

	Local processing on Receiver CSE
	No change from the generic procedure

	Generic Information on Response message
	No change from the generic procedure

	Post-conditions 
	None

	Exceptions
	No change from the generic procedure


· 10.2.15.7
RETRIEVE <statsCollect>

The RETRIEVE call flow shall be used for the Originator to retrieve the existing <statsCollect> resource from the Receiver. 

Originator: The Originator shall be an AE that is allowed to retrieve the charging rule information from the SCA CSF within a CSE. 

Receiver: The Receiver shall be the IN- CSE containing the SCA CSF. The Receiver shall verify if the Originator has the READ permission on the <statsCollect> resource targeted. Upon successful validation, the Receiver CSE shall respond to the Originator with the resource representation. 

· Table 10.2.15.7-1: RETRIEVE Call Flow

	Description

	Call flow type
	RETRIEVE

	Pre-conditions 
	Originator needs to retrieve the <statsCollect> resource at the Receiver

	Information on Request message
	op: Retrieve

fr: ID of the Originator

to: URI of the <statsCollect> resource or its attribute to be retrieved

cn:  void

The Originator may specify other Optional parameters as discussed in [section 8.1.2 Request]

	Local processing on Receiver CSE
	No change from the generic procedure

	Generic Information on Response message
	No change from the generic procedure

	Post-conditions 
	None

	Exceptions
	No change from the generic procedure


· 10.2.15.8
UPDATE <statsCollect>

An UPDATE procedure on the <statsCollect> resource is used for the Originator to update charging related policies at the Receiver. 

Originator: The Originator shall be the AE that created the <statsCollect> resource. The same AE shall be able to update the resource. 

Receiver: The Receiver shall be a CSE containing the SCA CSF. The Receiver shall check if the Originator has the WRITE permission to update the addressed resource. 

· Table 10.2.15.8-1: UPDATE Call Flow
	Description

	Call flow type
	UPDATE

	Pre-conditions 
	The Originator needs to update the collection scenarios that  it established at the Receiver by updating the <statsCollect> resource

	Information on Request message
	op: Update

fr: ID of the Originator

to: URI of the <statsCollect> resource or its attribute to be updated

cn:  the Originator provides the attributes to be updated

The Originator may specify other Optional parameters as discussed in [section 8.1.2 Request]

	Local processing on Receiver CSE
	No change from the generic procedure

	Generic Information on Response message
	No change from the generic procedure

	Post-conditions 
	None

	Exceptions
	No change from the generic procedure


· 10.2.15.9
DELETE <statsCollect>

Originator: The Originator shall be the AE that created the <statsCollect> resource. 

Receiver: The Receiver shall be a CSE containing the SCA CSF. 

· Table10. 2.15.9-1: DELETE Call Flow
	Description

	Call flow type
	DELETE

	Pre-conditions 
	Originator needs to DELETE the <statsCollect> resource at the Receiver

	Information on Request message
	op: Delete

fr: ID of the Originator

to: URI of the <statsCollect> resource to be deleted

cn:  void

The Originator may specify other Optional parameters as discussed in [section 8.1.2 Request]

	Local processing on Receiver CSE
	No change from the generic procedure

	Generic Information on Response message
	No change from the generic procedure

	Post-conditions 
	None

	Exceptions
	No change from the generic procedure


----------------------- End of change 33 -----------------------
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