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Introduction

This contribution proposes a cleanup of  clause 10.2.12 Notification Procedures for Resource Subscription. The detailed changes are follows:

· Removed “Editor’s Note” and added some sentences
· 
· Corrected minor mistakes such as typo, word spacing
· Aligned with the template and terminology 

· Added the notificationThreshold attribute under the <subscription> resource instead of the <CSEBase>
-----------------------Start of change 1-------------------------------------------
10.2.12
Notification Procedures for Resource Subscription

This procedure shall be used to notify Receiver(s) of modifications of a resource for an associated <subscription> resource. Generic create procedure is described in clause 10.1.5.
Originator: The Originator shall be the CSE which is hosting a <subscription> resource. The Originator shall send a notification request containing the subscribed information following the detection of a modification of the subscribed-to resource that matches the specified filterCriteria as specified in the <subscription> resource.

The Originator shall provide the information according to the notification structure as indicated in the <subscription> resource.



Receiver: The Receiver can be either AE(s) or CSE(s) which shall be presented in the notificationURI attribute of the <subscription> resource. The Receiver responds to the Originator. 
When the notification is forwarded or aggregated by transit CSEs, the Originator or an transit CSE shall check whether there are notification policies related to the enforcement between subscription resource hosting CSE and the notification target CSE such as latestNofity, batchNotify, interimEventsNotify. In that case, the transit CSE as well as the Originator shall take care of notification(s) by using the corresponding policy and send processed notification(s) to the next CSE with notification policies related to the enforcement so that the transit CSE is able to enforce the policy defined by the subscriber. The notification policies related to the enforcement at this time is verified by using the np and sr parameters in the Notify request message. If any transit node doesn’t recognize the attribute, it should simply ignore it.
A Notification shall be sent only if the required notification policies are satisfied.
The expirationCounter shall be decreased by one when the Originator successfully sends the notification request to Receiver(s). If the counter meets zero, the corresponding subscription resource is deleted.

The batchNotify policy is based on a minimum number of notification events and a maximum time to wait for that number of events. Notification events shall be temporarily stored for some duration (e.g. 10 minutes) or until a specified number are stored (e.g. 20 notifications) before sending - then sent when the first of these two conditions are satisfied. Stored notification events may be dropped according to the notificationStoragePriority (see clause 9.6.8) and the notificationCongestionPolicy (see clause 9.6.3).

The rateLimit policy is based upon a maximum specified number of events (e.g. 10,000) that can be sent within some specified rateLimitWindow duration (e.g. 60 seconds). Note that ratelimitWindows are sequential not rolling. A considered Notification Request may only be sent whenever the current total number of events sent is less than the maximum number of events within the current rateLimitWindow duration. Notification events that do not meet this policy are temporarily stored or dropped according to the notificationStoragePriority (see clause 9.6.8) and the notificationCongestionPolicy (see clause 9.6.3).

The interimEventsNotify policy indicates the notification action to be taken following a period of connectionless (e.g. reachability schedule, network malfunction), when Receiver(s) again become reachable. When a notification is ready to be sent, the Originator shall verify with CMDH CSF whether connectivity to the Receiver is currently allowed for the notification request.If that is the case, the notification shall be passed on to CMDH CSF for delivery. However, during the period of loss of connectivity the interimEventsNotify policy is applied if the notification message needs not to be immediately sent. 
The interimEventsNotify attribute specifies how many of the most recent eligible notifications during the connectionless (interim) period shall be sent to Receiver(s) relative to Receiver(s) reconnect time. When a notification becomes eligible in the connectionless period, it is temporarily stored in the Originator. After the connection recovery, the Originator shall determine which notifications to send according to the interimEventsNotify attribute and send notifications (if available) to Receiver(s). The interimEventsNotify attribute shall be classified into "sendNo" (i.e. ignore prior notifications), "sendLatest" (i.e. send the last pending notification), "sendAll" (i.e. send all pending notifications).
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Figure 10.2.12-1: Notification Mechanism when interimEventsNotify (sendNo) is used
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Figure 10.2.12-2: Notification Mechanism when interimEventsNotify (sendLatest) is used
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Figure 10.2.12-3:  Notification Mechanism when interimEventsNotify (sendAll) is used
The priorSubscriptionNotify policy indicates the notification action to be taken following a new subscription. It enables sending of event notifications, which happened before the new subscription was created. When a new subscription is created, the most recent number "n" subscription events prior to the new subscription shall be sent to Receiver(s), if available.
The latestNotify indicates if the subscriber is only interested in the latest state of the subscribed-to resource. In the case the Receiver is an transit CSE which forwards or aggregates the notifications before sending to the subscriber or the other transit CSEs, upon receiving the notification with the latestNotify attribute, the Receiver shall identify the latest notification with the same subscription reference while storing the notifications locally. When the receiver as an transit CSE needs to send the pending notifications, it shall send the latest notification.

The notificationDeliveryPriority policy indicates how to prioritise sending of notifications when notifications need to be sent. A notification with the higher priority indicated by the notificationDeliveryPriority attribute shall be sent before notifications with the lower priority. In order not to constantly defer notifications with the lower priority; expiration time of the notification needs to be taken into account. In case the connectivity is lost and the notification priority exceeds the notificationThreshold attribute in the <subscription> resource, then if the loss of connectivity is due to the Originator’s schedule then the schedule will be over-ridden and that notification shall be sent immediately.


The notificationEventCat policy indicates an Event Category of the subscription that will be included in the notification request to be able for the Receiver to correctly handle the notification.When the notificationEventCat policy is not configured by the subscriber, it shall be determined as a default value by the CMDH policy.
Table 10.2.12-1:  Notification Procedure
	NOTIFY Description

	
	

	Pre-Conditions 
	One of the conditions specified in the <subscription> resource has been meet

	Information on Request message
	All parameters defined in Table 8.1.2.1-1 are applicable as indicate in the table with the specific details for:
np: notification policy 


sr: subscription reference that is the URI of the corresponding <subscription> resource
cn: 

· notification data that represents the modified content of subscribed-to resource may be included
· 
· changed resource status shall be included when resourceStatus filter criteria condition is configured
· monitored operation shall be inlcuded when operationMonitor filter criteria condition is configured

	Information on Response message
	No change from the generic procedure

	Post-Conditions 
	None

	Exceptions
	All exception described in the generic procedure (section 10.1.5) are applicable.


-----------------------End of change 1-------------------------------------------









	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	






	
	
	


	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	



-----------------------Start of change 2-------------------------------------------
9.6.8
Resource Type subscription
The <subscription> resource contains subscription information for its subscribed-to resource.
The list of subscribable resources is as follows.

· <entity> resource (see clause TBD)  <<no such resource has been described - propose to remove it>>
· <application> resource (see clause 9.6.5)

· <accessControlPolicy> resource (see clause 9.6.2)

· <container> resource (see clause 9.6.6)

· <group> resource (see clause 9.6.13)
· <CSEBase> resource (see clause 9.6.3)
Editor's Note: It is not yet clear how or where to best to explain the applicability of the resource <subscription>. Subscribable resources can be added to the list above, Non-subscribable resources can also be added to the list above, and/or we could ensure that the applicability of the resource <subscription> is clearly described with each resource, removing or keeping the list here.

The relationship between a subscribed-to resource and a <subscription> resource shall be represented as parent-child resource in each subscribable resource. For example, <container> resource has <subscription> resource as a child resource (see clause 9.6.6). A <subscription> resource shall be deleted when a parent subscribed-to resource is deleted.
The <subscription> resource shall represent a subscription to a subscribed-to resource. An Originator shall be able to create a resource of <subscription> resource type when the originator has RETRIEVE permission to the subscribable resource. The Originator of a <subscription> resource becomes a resource subscriber.

When a modification to the subscribed-to resource occurs, that modification is compared to the filter criteria attribute to determine whether a notification is to be sent to the resource subscriber.
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Figure 9.6.8-1: Structure of <subscription> resource 
(only resource specific attributes are shown)

This resource shall contain the child resources according to their multiplicity in Table 9.6.8-1.

Table 9.6.8-1: Child resources of <subscription> resource

	Child Resource Name of <subscription>
	Child Resource Type
	Multiplicity
	Description

	notificationSchedule
	<schedule>
	0..1
	See clause 9.6.9


Editor's Note: criteria is shown as an attribute, However, whether we need a separate attribute or child resource for notification policy is FFS.

The <subscription> resource shall contain the attributes described in Table 9.6.8-2.

Table 9.6.8-2: Attributes of <subscription> resource

	Attribute Name of <subscription>
	Multiplicity
	RW/
RO/
WO
	Description

	resourceType (rT)
	1
	WO
	See clause 9.6.1 where this common attribute is described.

	parentID (pID)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	expirationTime (eT)
	1
	RW
	See clause 9.6.1 where this common attribute is described.

	creationTime (cT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	lastModifiedTime (lMT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	labels (lBs)
	I
	RW
	See clause 9.6.1 where this common attribute is described.

	accessControlPolicyID (aRI)
	0..1
	RW
	See clause 9.6.1 where this common attribute is described.


If no accessControlPolicyID is given at the time of creation, the accesControlPolicyID of the parent resource is linked to this attribute.

	filterCriteria
	0..1
	RW
	Filtering conditions that when applied and provide a not empty matching set of resources, then a notification can be sent to notificationURI.

	expirationCounter
	0..1
	RW
	When the number of notifications becomes the same as this counter, the <subscription> resource shall be deleted.

	notificationURI
	1..n
	RW
	URI where the resource subscriber will receive notifications.

	aggregationURI
	0..1
	RW
	URI to aggregate notifications from group members of a <group> resource.

	batchNotify
	0..1
	RW
	Indicates that notifications should be batched for delivery. When set, notification events are temporarily stored until either a specified number is ready to send or until a duration after the first notification event has expired.

	rateLimit
	0..1
	RW
	Indicates that notifications should be rate-limited. When set, notification events that exceed a specified number within a specified time are temporarily stored then sent when the number of events sent per specified time falls below the limit.

	priorSubscriptionNotify
	0..1
	WO
	Indicates that when this subscription is created, whether notification events prior to subscription should be sent, e.g. send prior "n" notifications, if available.

	interimEventsNotify
	0..1
	RW
	Indicates the notification action to be taken following a period of unreachability, when the resource subscriber becomes reachable (e.g. send "n" iterim notificiations, if available.)

	notificationStoragePriority
	0..1
	RW
	Indicates a priority for this subscription relative to other subscriptions belonging to this same subscriber for retention of notification events when storage is congested. The storage congestion policy which uses this attribute as input is specified in clause TBD.

	latestNotify
	0..1
	RW
	Indicates if the subscriber wants only the latest notification or all the notification. If the subscriber only wants the latest notification, older notifications can be discarded. The attribute is mutual exclusive with batchNotify.

	notificationStructure
	1
	RW
	Type of information that shall be contained in notifications. E.g. modified attribute only of a subscribed-to resource, a whole subscribed-to resource, and/or URI of a corresponding <subscription> resource.

	notificationDeliveryPriority
	0..1
	RW
	Indicate a delivery priority for the notification. That is, this attribute defines the how to handle sending of notifications when notifications need to be sent.

	notificationEventCat


	0..1
	RW
	Defines the Event Categories for the notification message triggered by the <subscription> resource.

	notificationThreshold
	0..1
	RW
	Indicate the threshold for the preemptive notification procedure of a <subscription> resource. That is, a notification with the higher priority indicated by the notificationThreshold attribute is sent before notifications with the lower priority. 


Editor's Note: In the case when there are Intermediate Nodes between the Originator and a Receiver, the Intermediate Nodes may not act in accordance with the subscription notification policy. Examples include: a policy of batching subscribed events for up to 30 seconds then deliver immediately, but an intermediate node may decide to delay or further aggregate the subscription notifications. The solution to this problem is FFS, but may include sending a representation of policy with the subscription notifications, which is to be considered by Intermediate Nodes (e.g. Request Expiration Time).
Filter criteria attribute shall be configured a priori in <subscription> resource and only if an event matches the filter criteria conditions, then a notification shall be delivered.

The following Table describes the filter criteria conditions.

Table 9.6.8-3: Filter criteria conditions
	Condition tag
	Multiplicity
	Matching condition

	createdBefore
	0..1
	The creationTime attribute of the resource is chronologically before the specified value.

	createdAfter
	0..1
	The creationTime attribute of the resource is chronologically after the specified value.

	modifiedSince
	0..1
	The lastModifiedTime attribute of the resource is chronologically after the specified value.

	unmodifiedSince
	0..1
	The lastModifiedTime attribute of the resource is chronologically before the specified value.

	expireBefore
	0..1
	The expirationTime attribute of the resource is chronologically before the specified value.

	expireAfter
	0..1
	The expirationTime attribute of the resource is chronologically after the specified value.

	labels
	0..n
	The labels attributes of the resource matches the specified value.

	resourceType
	0..n
	The resourceType attribute of the resource is the same as the specified value. It also allows discriminating between normal and announced resources.

	sizeAbove
	0..1
	The contentSize attribute of the <instance> resource is equal to or greater than the specified value.

	sizeBelow
	0..1
	The contentSize attribute of the <instance> resource is smaller than the specified value.

	contentType
	0..n
	The typeOfContent attribute of the <instance> resource matches the specified value

	resourceStatus
	0..n
	When the resource is changed by the operations or expiration, the resource status of the resource is the same as the specified value. Possible values are: created, updated, deleted.

	operationMonitor
	0..n
	The operations accessing the resource matches with the specified value. It allows monitoring which operation is attempted to the subscribed resource regardless of whether the operation is performed. This feature is useful when to find malicious AEs. Possible string arguments are: create, retrieve, update, delete.

	attribute
	0..n
	Attribute token name to be provided to reduce the scope of filtering to resource attributes.


-----------------------End of change 2-------------------------------------------
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