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Introduction
Pertaining to the issue “local” terminology (issue no.7 on ARC-2014-1187R02-ARC_Issue_List), This contribution is proposed to resolve this. This issue has been raised due to confusion of Local CSE vs. Hosting CSE. 

[Two usages/types of Local CSE]
It is assumed that “Local CSE” and “local CSE” in the TS are the same terminology, there are many “local CSE”s which are not wrongly case sensative. We defined “Local” CSE in clause 3.1 definitions. 

Local CSE: A Local CSE  is the CSE where an Application or a CSE has registered. It is the first CSE that receives Request from an Originator. For example:
If an Application on an Infrastructure Node is the Originator, the Local CSE is the CSE on the Infrastructure Node.
If an Application on a Middle Node is the Originator, the Local CSE is the CSE on the Middle Node.

If an Application on an End Node is the Originator, the Local CSE is the CSE on the End Node.

Currently we have defined Local CSE for a CSE as well as an AE in the ARC TS. And the definition is described in terms of registration, table 6.2.9.2-1 will ease our discussion.

Table 6.2.9.2-1: Entity Registration
	Originator

(Registree)
	Receiver

(Registrar)
	Registration Procedure

	ADN-AE
	MN-CSE, IN-CSE
	AE registration procedure see clause TBD

	ASN-AE
	ASN-CSE
	

	MN-AE
	MN-CSE
	

	IN-AE
	IN-CSE
	

	Nodeless AE
	IN-CSE
	

	ASN-CSE
	MN-CSE, IN-CSE
	CSE registration
procedure
see clause TBD

	MN-CSE
	MN-CSE, IN-CSE
	


[One Local CSE which is Registrar to Registree AE]
Local CSE concept for an AE (first 5 cases in the table regarding AE registration) is pretty much clear for all of us. Local CSE offers functionalities/capabilities to AE through Mca reference point. 

[The other Local CSE which is Registrar to Registree CSE]
Local CSE concept for a CSE (last 2 cases in the table regarding CSE registration). For a Registree CSE, what can Registrar(Local) CSE should/can offer?

[Terminology “local” in the TS]
We need to think of how “local” is used in the TS. Since we should not use the same word for different purposes in one specification, meaning of “local” should be aligned in the whole document.

Then what are the examples of “local” 

· Local CSF

· Local Node

· Local processing on Hosting CSE:

· Local <delivery> resource

· Local policies

· Locally store / create the <mgmtObj> resource locally

· Etc.

Local seems to represent one single CSE/Node wide local. Local CSF/Node/resource/policy means “in the same CSE/Node” as the CSF/Node/resource/policy located.

When it comes to a <remoteCSE> resource, calling a registrar CSE as Local CSE can be a bit strange. For example, CSE1 registers with CSE2, meaning, CSE1 is registree and CSE2 is registrar. CSE1 stores a <remoteCSE> resource of CSE2, which is Local CSE by the definition. All I’m saying is how tricky “local” is when it is used for CSE. 

[Proposal on Local CSE]
There would be two options:

· Local CSE is allowed only for Registrar CSE to Registree AE

With this option, we remove the concept of Local CSE for a CSE. This needs bigger changes to the TS.

· Reword Local CSE to Registrar CSE.

With this option, we can still have Registrar CSE to Registree CSE as well as to Registree AE. This brings much smaller changes to the TS.

The previous contribution (ARC-2014-1191R01-local_CSE_definition) was in line with option 1. During the discussion there was a suggestion that reword “local” to something with registration/register, which is in line with the second option. 

This contribution proposes to replace “Local CSE” to “Registrar CSE” following the second option. Then there’s no normative change, but editorial changes to avoid any confusion. 

So, one really important change in this contribution is change 1, which is renaming Local CSE to Registrar CSE.
For better understanding, Registree definition is also proposed. Registree can be an AE or a CSE, while Registrar only can be a CSE (see table 6.2.9.2-1). 
Removing “It is the first CSE that receives Request from an Originator.” may need intensive discussion. Contributor thinks this is too much restriction. There’s a case that Originator CSE sends a request to another CSE which is not its Registrar CSE. E.g., MN-CSE sends a request to ASN-CSE. Note that the ASN-CSE is not the Registrar CSE of the MN-CSE.
[Exceptions while replacing Local CSE to Registrar CSE]
Not all Local CSEs meant the same thing, some are just mis-used. So we take a look and carefully change them. For example, 

10.2.8.5            Delete <mgmtCmd>

A DELETE request is used by the Originator to delete an existing <mgmtCmd> resource on a hosting CSE. An AE may also use this procedure to cancel all initiated <execInstance> of an <mgmtCmd> if applicable.

Originator: The Originator shall request to delete an existing <mgmtCmd> resource by using a DELETE verb. The request shall address the specific "<mgmtCmd>" resource on the hosting CSE.

The Originator may be:

The CSE on the manageable entity: In this case, the local -CSE issues the request to the hosting CSE to hide the corresponding management command from being exposed by the <mgmtCmd> resource.

An AE: In this case, the AE requests the hosting CSE to delete the <mgmtCmd> resource from the hosting CSE and cancel all initiated <execInstance> of an <mgmtCmd> if applicable.

Green highlighted local CSE is the same as yellow highlighted CSE when we understand the text correctly. However, when use local CSE as registrar CSE, text above is incorrect, so green highlight should be replaced by “the CSE”.
With this reason, this contribution lists all the propoer changes rather than letting the Rapporteur do the global changes in the TS. Here’s the list of the exceptions so we need to go over carefully:
· Change 10 – clause 9.1
· Change 12 – clause 9.6.4
· Change 16 – clause 9.6.23

· Change 21 – clause 10.2.8.2
· Change 22 – clause 10.2.8.5

· Change 24 – clause[annex]  I.1.1
----------------------- Start of change 1 -----------------------
3.1
Definitions

Registree : A Registree is an AE or a CSE that registers with a(another) CSE.
Registrar CSE: A Registrar CSE  is the CSE where an Application or a CSE has registered. 




{3.1.c} Editor's Note: Need to provide definition of an End Node. This is FFS.
{3.1.d} Editor's Note: The concept of a CSE registering at a Local CSE needs to be understood. This is FFS.
{3.1.e} Editor's Note: Review/clarify "or a CSE" in the definition of Local CSE.  Should "or a CSE" be replaced with "or a Node"?  This is FFS.
{3.1.f} Editor's Note: Need definition for "Application Entity". Need to define relationship between an Application Entity and an Application.
----------------------- End of change 1 -----------------------
----------------------- Start of change 2 -----------------------

6.2.9
Registration

6.2.9.1
General Concepts

Registration (REG) CSF is responsible for processing a request from an Application or another CSE to register with a CSE in order to allow the registered entities to use the services offered by the registered-with CSE. The REG CSF processes registration of a Device also, to allow registration of Device's properties/attributes with the CSE.

6.2.9.2
Detailed Descriptions

Registration is the process of delivering AE or CSE information to another CSE in orderto use M2M Services.

An Application on an Application Service Node, a Middle Node, or an Infrastructure Node shall perform registration locally with the corresponding CSE in order to use M2M services offered by that CSE. An Application on an Application Dedicated Node shall perform registration with the CSE on a Middle Node or Infrastructure node in order to use M2M services offered by that CSE. A node-less AE shall perform registration with the corresponding CSE on an Infrastructure node in order to use M2M services offered by that CSE. A registered Application shall be able to have interactions with its Registrar CSE (when it is the target CSE) without the need to have the Registrar CSE register with other CSEs.

The CSE on an Application Service Node shall perform registration with the CSE in the Middle Node in order to be able to use M2M services offered by the CSE in the Middle Node. As a result of successful ASN-CSE registration with the MN-CSE, the CSE on the ASN Node establish a peering relationship and shall be able to exchange information.

The CSE on a Middle Node shall perform registration with the CSE of another Middle Node in order to be able to use M2M services offered by the CSE in the other Middle Node. As a result of successful MN-CSE registration with the other MN-CSE, the CSE on the Middle Nodes establish a peering relationship and shall be able to exchange information.

The CSE on an Application Service Node or on a Middle Node shall perform registration with the CSE in the Infrastructure Node in order to be able to use M2M services offered by the CSE in the Infrastructure Node. As a result of successful ASN/MN registration with the IN-CSE, the CSEs on ASN/Middle Node and Infrastructure Node establish a peering relationship and shall be able to exchange information.

Applications shall be able to exchange information via CSEs following successful registration of:

1. Applications with their associated CSE

2. One of these CSEs with the other CSE, as per Table 6.2.9.2-1

Such registrations are applicable to a single M2M Service Provider Domain.

A (physical) Device shall be able to register with its Registrar CSE for registering its properties/attributes. Such registration enables correlation of Devices Identities such as M2M-Node-ID with the CSE-ID.

{6.2.9.2.a} Editor's Note: The need for Device Registration and the relationship with CSE Registration are FFS.
{6.2.9.2.b} Editor's Note: The use of External ID in Registration is FFS.
The following Table shows which oneM2M entity types may register with which other entity types.

Table 6.2.9.2-1: Entity Registration
	Originator

(Registree)
	Receiver

(Registrar)
	Registration Procedure

	ADN-AE
	MN-CSE, IN-CSE
	AE registration procedure see clause TBD

	ASN-AE
	ASN-CSE
	

	MN-AE
	MN-CSE
	

	IN-AE
	IN-CSE
	

	Nodeless AE
	IN-CSE
	

	ASN-CSE
	MN-CSE, IN-CSE
	CSE registration

procedure

see clause TBD

	MN-CSE
	MN-CSE, IN-CSE
	


The Originator (Registree) in Table 6.2.9.2-1 requests the registration and the Receiver (Registrar) is responsible for verifying the request, and checking the authentication and authorization of the Originator in order to establish a peer relationship. 
----------------------- End of change 2 -----------------------

----------------------- Start of change 3 -----------------------

6.2.12
Subscription and Notification

6.2.12.1
General Concepts

The Subscription and Notification (SUB) CSF is responsible for providing notifications pertaining to a subscription that tracks changes on a resource (e.g. deletion of a resource). A subscription to a resource is initiated by an AE or a CSE, and is granted by the Hosting CSE subject to access rights. During an active subscription, the Hosting CSE sends a notification per modification of the resource to the address(es) where the resource subscriber wants to receive it.

{6.2.12.1.a} Editor's Note: Determining subscribe-able resources is FFS.
6.2.12.2
Detailed Descriptions

The SUB CSF shall manage subscriptions to resources, subject to access rights, and send corresponding notifications to the address(es) where the resource subscribers want to receive them. An AE or a CSE shall be the subscription resource subscriber. An AE shall be able to subscribe to a resource on a Registrar CSE or on a remote CSE. A CSE shall be able to subscribe to resources on multiple CSEs. A subscription Hosting CSE shall send a notification to the address where the resource subscriber specified per modification on a resource.

A subscription request shall include the resource subscriber ID, the hosting CSE-ID and subscribed-to resource address(es). It may also include criteria (e.g. resource modifications of interest and subscription policy) and the address where to send the notifications.

A single subscription can subscribe to a single resource. Multiple resources shall be able to be subscribed via a single subscription when they are grouped and represented as a single group resource. However, there may be resources that cannot be subscribed to.

A subscription is represented as "subscription resource" in CSE resource structure.
----------------------- End of change 3 -----------------------

----------------------- Start of change 4 -----------------------

6.5.2
Inter M2M SP Generic Procedures

This section describes the behaviour of the M2M nodes in support of inter-M2M SP procedures.

6.5.2.1
Actions in  the originating M2M node in Originating Domain

The issuer in the originating domain can be any M2M node such as ADN, an MN, or an ASN, etc.. , and shall issue a request to the Registrar CSE to retrieve a resource located in another M2M Service Provider domain.

The issuer shall use any of the options defined in X.X.X to identify the target host and resource for that purpose. 
----------------------- End of change 4 -----------------------

----------------------- Start of change 5 -----------------------

7.3.3

Notification Re-targeting

7.3.3.1
Application Entity Point of Access (AE-PoA)

A notification request to an AE by targeting <application> resource on a hosting CSE, if the hosting CSE verifies access rights of the Originator to the <application> resource, the hosting CSE shall re-target the request to the address specified as AE Point of Access (i.e., pointOfAccess attribute of <application> resource). The AE-PoA may be initially configured in <application> resource when the AE registers to the Registrar CSE. If the <application> resource does not contain an AE-PoA, an active communication link can be used for the re-targeting. If neither of them is available, the request cannot be re-targeted to the AE.
----------------------- End of change 6 -----------------------

----------------------- Start of change 7 -----------------------

8.1.2
Request

Request from an Originator to a Receiver includes the following information:

· op: operation to be executed: Create (C), Retrieve (R), Update (U), Delete (D).

· to: URI of the target resource or the parent of the target resoruce, e.g. /m2m.provider1.com/netBase/temp1.

{8.1.2.a} Editor's Note: This is made under the assumption that the CSE-ID is incorporated in the  URI of the target resource or the parent of the target resource.
· fr: ID of the Originator.

NOTE 1:
fr is used for access control of the target resource.

· mi: meta-information about the Request.

{8.1.2.b} Editor's Note: Defaults for meta-information are FFS.
· cn: resource content to be transferred.

NOTE 2:
The to target resource needs to be known by the Originator. It can be known either by pre-provisioning or by discovery.

{8.1.2.c} Editor's Note: How pre-provisioning and discovery are performed is FFS.
The op information shall indicate the operation to be executed at the Receiver:

· Create (C): a new resource addressable with to parameter is created.

· Retrieve (R): an existing to addressable resource is read and provided back to the Originator.

· Update (U): the content of an existing to addressable resource is replaced with cn new content.

· Delete (D): an existing to addressable resource and all its sub-resources are deleted from the Resource Storage.

· Notify (N):  information to the Receiver, processing on the Receiver is not indicated by the Originator.

{8.1.2.d} Editor's Note: This is an initial list of the verbs. The need for more verbs is anticipated to cover all use cases, configuration and functions.

The to information shall address the target resource in the Receiver. The to information shall conform to section 9.3.1.The fr information shall be used by the Receiver to check the Originator identity for access permission verification.

The ty information shall be present in Request for the following operations:

· Create: ty is the type of the resource to be created.

The cn information shall be present in Request for the following operations:

· Create: cn is the content of the new resource with the resource type tag as in Table 9.2-1.

· Update: cn is the content to be replaced in an existing resource.

· Retrieve: cn is the filter to be applied for discovery purposes.

· Notify: cn is the notification information.

Note that the cn information can also be empty.

The mi information shall be as follows:

· ot: optional originating timestamp of when the message was built.


Example usage of the originating timestamp includes: to measure and enable operation (e.g. message logging, correlation, message prioritisation/scheduling, accept performance requests, charging, etc.) and to measure performance (distribution and processing latency, closed loop latency, SLAs, analytics, etc.)

· rqet: optional request expiration timestamp.


Example usage of the request expiration timestamp includes to indicate when request messages (including delay-tolerant) should expire due to their staleness being no longer of value, and to inform message scheduling/prioritisation. When a request has set request expiration timestamp to a specific time and the Request demands an operation on a Hosting CSE that is not the CSE currently processing the request, then the current CSE shall keep on trying to deliver the Request to the Hosting CSE until the request expiration timestamp time, in line with provisioned policies.

· rset: optional result expiration timestamp.


Example usage of the result expiration timestamp includes to indicate when result messages (including delay-tolerant) should expire due to expected staleness of the result, being no longer of value, and to inform message scheduling/prioritisation. It can be used to set the maximum allowed total request/result message sequence round trip deadline.

· rt: optional response type: indicates  what the response to the issued request shall contain and when the response is sent to the Originator:

· Acknowledgement: In case the request is accepted by the Local CSE, the Local CSE responds after acceptance with an Acknowledgement confirming that the Local CSE will further process the request.

· Result: In case the request is accepted by the Local CSE, the Local CSE responds with the result of the requested operation  after completion of the requested operation.


Example usage of the response type set to Acknowledgment: An Originator that is optimized to minimize communication time and energy consumption wants to express a Request to the local CSE and get an acknowledgement on whether the Request got accepted. After that the Originator may switch into a less power consuming mode and retrieve a Result of the requested Operation at a later time.

· rd: optional result destination:

· Local CSE: The Local CSE includes in the response to an accepted request a reference that can be used to access the status of the request and the result of the requested operation at a later time.

· Originator: The result of the requested operation needs to be sent as a notification to the Originator.


Example usage of the result destination set to Local CSE includes when the result content is extremely large, or when the result consists of multiple content parts from a target group which are to be aggregated asynchronously over time.

· rc: optional result content: Indicates what are the expected components of the result of the requested operation. The Originator of a request may not need to get back a result of an operation at all. This shall be indicated in the rc information. Which exact settings of rc are possible depends on the requested operation specified in op. Possible values of rc are:

· "resource": Only a representation of the requested resources will be returned as content, without any mention of the links of the requested resources to other resources. This is the default value.

· "resource;links-of-types:A,B,C": A representation of the requested resources, along with links of types A, B and C to other resources (possibly limited by a maximum number of retrieved links), will be returned as content.


{8.1.2.e} Editor's Note: Link types A, B, C are examples and are FFS. Or should it be converted to a NOTE.
· "resource;links": A representation of the requested resources, along with all links to other resources (possibly limited by a maximum number of retrieved links), will be returned as content.

· "links": Only the links of the requested resources to other resources (possibly limited by a maximum number of retrieved links), without any representation of the actual resources requested, will be returned as content.

· "nothing": Nothing will be returned as content of the Response.

· "result-notification": A notification will be returned when the operation is completed.

{8.1.2.f} Editor's Note: Details on what settings for rc are possible can be added at a later when the specific operations that can be requested are defined (e.g. register an AE, modify content of a container, etc.)
· rp: optional response persistence: indicates the duration for which the address containing the responses is to persist.


Example usage of response persistence includes requesting sufficient persistence for analytics to process the response content aggregated asynchronously over time. If a result expiration timestamp is specified then the response persistence should last beyond the  result expiration time.

· ri: Request Identifier mandatory over the Mca, Mcc, and Mcn reference points.


Example usage of request identifier includes enabling the correlation between a Request and one of the many received Responses.

· oet: optional operational execution time: indicates the time when the specified operation op is to be executed by the target CSE. A target CSE shall execute the specified operation of a Request having its operational execution time indicator set, starting at the operational execution time. If the execution time has already passed or if the indicator is not set, then the specified operation shall be immediately executed, unless the request expiration time, if set, has been reached.


Example usage of operational execution time includes asynchronous distribution of flows, which are to be executed synchronously at the operational execution time.

NOTE 3:
Time-based flows may not be able to be supported depending upon time services available at CSEs.

· ec: optional event category: Indicates the event category that should be used to handle this request. Event categories are impacting how Requests to access remotely hosted resources are processed in the CMDH CSF. Selection and scheduling of connections via CMDH are driven by policies that can differentiate event categories.

{8.1.2g} Editor's Note: Details on how to limit use of ec by AEs and relationship to provisioned policies are FFS.


Example usage of "event category" set to specific value X: When the request is demanding an operation to be executed on a Hosting CSE that is different from the Registrar CSE, the request may be stored in the CSE that is currently processing the request on the way to the Hosting CSE until it is allowed by provisioned policies for that event category X to use a communication link to reach the next CSE on a path to the Hosting CSE or until the request expiration timestamp is expired.

· da: optional delivery aggregation on/off: Use CRUD operations of <delivery> resources to express forwarding of one or more original requests to the same target CSE(s).

NOTE 4:
Since da is optional, there could be a default value to be used when not present in the Request. This parameter 
may not be exposed to AEs via Mca.


Example usage of delivery aggregation set on: The CSE processing a request shall use aggregation of requests to the same target CSE by requesting CREATE of a <delivery> resource on the next CSE on the path to the target CSE.

· gid: optional group request identifier: Identifier added to the group request that is to be fanned out to each member of the group.fc:  optional filter criteria: conditions for filtered retrieve operation are described in Table 8.1.2-1.

Table 8.1.2-1: Filter criteria conditions

	Condition tag
	Multiplicity
	Matching condition

	createdBefore
	0..1
	The creationTime attribute of the resource is chronologically before the specified value.

	createdAfter
	0..1
	The creationTime attribute of the resource is chronologically after the specified value.

	modifiedSince
	0..1
	The lastModifiedTime attribute of the resource is chronologically after the specified value.

	unmodifiedSince
	0..1
	The lastModifiedTime attribute of the resource is chronologically before the specified value.

	expireBefore
	0..1
	The expirationTime attribute of the resource is chronologically before the specified value.

	expireAfter
	0..1
	The expirationTime attribute of the resource is chronologically after the specified value.

	labels
	0..n
	The labels attributes of the resource matches the specified value.

	resourceType
	0..n
	The resourceType attribute of the resource is the same as the specified value. It also allows discriminating between normal and announced resources.

	sizeAbove
	0..1
	The contentSize attribute of the <instance> resource is equal to or greater than the specified value.

	sizeBelow
	0..1
	The contentSize attribute of the <instance> resource is smaller than the specified value.

	contentType
	0..n
	The typeOfContent attribute of the <instance> resource matches the specified value

	limit
	0..1
	Limitation the number of matching resources to the specified value.

	attribute
	0..n
	Attribute token name to be provided to reduce the scope of filtering to resource attributes.


Example usage of filter criteria conditions in a HTTP query: an HTTP GET operation can be requested applying also a filter in the query part of the request itself:

GET /root?label=one&label=two&createdBefore=2014-01-01T00:00:00&limit=128

The example discovers a maximum of 128 resources matching the following logical condition: createdBefore < 2014-01-01T00:00:00 AND (label = one OR label = two).

Once the Request is delivered, the Receiver shall analyze the Request to determine the target resource.

If the target resource is addressing another M2M node, the Receiver shall route the request appropriately.

If the target resource is addressing the Receiver, it shall:

· Check the existence of to addressed resource.

· Identify the resource type with the tag value as in Table 9.2-1.

· Check the permission for fr Originator to perform the requested operation.

· Perform the requested operation (using cn content when provided).

· Perform the requested operation (using cn content when provided) according to the operational execution time.

· Depending on the request result content, respond to the Originator with indication of successful or unsuccessful operation results. In some specific cases (e.g. limitation in the binding protocol or based on application indications), the Response could be avoided.

The message flow procedure started with an Originator Request shall be considered closed when either:

· A Request is received with an expired rqet (request expiration timestamp).

· A Response is delivered to the Originator.

The requested operation at the Receiver is successfully completed and no Response is needed.

8.1.2.1
Summary of Request Message Parameters

Table 8.1.2.1-1summarises the parameters specified in clause 8.1.2 for the Request message, showing any differences as applied to C, R, U, D or N operations. "M" indicates mandatory, "O" indicates optional, "N/A" indicates "not applicable".

Table 8.1.2.1-1: Summary of Request Message Parameters
	Request message parameter \ Operation
	Create:  a new resource is created
	Retrieve:  an existing resource is read and the result is provided
	Update:  the content of an existing resource is replaced with new content
	Delete:  an existing resource and all its sub-resources are deleted
	Notify:  the content / address is transferred

	To (to) – the address of the target resource on the target CSE
	M
	M
	M
	M
	M

	From (fr) – the identifier of the message Originator
	M
	M
	M
	M
	M

	Request Identifier (ri) – uniquely identifies a Request message
	M
	M
	M
	M
	M

	Resource Type (rt) - of resource to be created
	M
	N/A
	N/A
	N/A
	N/A

	Content (cn) - to be transferred
	M
	O
	M
	N/A
	M

	Originating Timestamp (ot) - when the message was built
	O
	O
	O
	O
	O

	Request Expiration Timestamp (rqet) – when the request message expires
	O
	O
	O
	O
	O

	Result Expiration Timestamp (rset) -when the result message expires
	O
	O
	O
	O
	O

	Operational Execution Time (oet) - the time when the specified operation is to be executed by the target CSE.
	O
	O
	O
	O
	O

	Response Type (rt) – CSE response shall either indicate that the Request was accepted, or include the operation result
	O
	O
	O
	O
	O

	Result Destination (rd) – either a reference to where the result is stored, or the result is sent to the Originator
	O
	O
	O
	O
	N/A

	Result Persistence (rp) - the duration for which the reference containing the responses is to persist
	O
	O
	O
	O
	N/A

	Result Content (rc) – the expected components of the result
	O
	O
	O
	O
	N/A

	Event Category (ec) – indicates how and when the system should deliver the message
	O
	O
	O
	O
	O

	Delivery Aggregation (da) - aggregation of requests to the same target CSE is to be used
	O
	O
	O
	O
	O

	Group Request Identifier (gid) - Identifier added to the group request that is to be fanned out to each member of the group.
	O
	O
	O
	O
	O

	Filter Criteria (fc) – conditions for filtered retrieve operation
	N/A
	O
	N/A
	N/A
	TBD


----------------------- End of change 7 -----------------------

----------------------- Start of change 8 -----------------------

8.2.2
Accessing Resources in CSEs - Blocking Requests

For the procedures described herein, the addressed resource can be stored in different CSEs. Table 8.2.2-1 describes the possible scenarios, where the addressed resource may be on the Registrar CSE or on a CSE located elsewhere in the oneM2M System.

In this sub-clause - for simplicity - it is assumed that the Originator of a Request can always wait long enough to get a Response to the Request after the requested operation has finished. This implies potentially long or unknown blocking times (time for which a pending Request has not been responded to) for the Originator of a Request.

For scenarios that avoid such possibly long blocking times, clause 8.2.3 specifies mechanisms to handle synchronous and asynchronous resource access procedures via returning appropriate references.

{8.2.2.a} Editor's Note: How the target of a Request (i.e, an Application or Registrar/hosting CSE) is identified and addressed, is FFS.
{8.2.2.b} Editor's Note: A message (Request, Response) can be forwarded immediately or forwarded at a later time (e.g in the case of congestion).The procedures related to the forwarding of the Request at a later time are FFS.
Table 8.2.2-1: Accessing Resources in different CSEs

	Traversals across Mca/Mcc Reference Points
	Description
	Reference

	No Hops
	The Originator of the Request accesses a resource.

The Originator of the Request can be an Application or a CSE.

Registrar CSE and Hosting CSE are the same entity.

The CSE shall check the Access Rights for accessing the resource.

Depending on the expected result content, the CSE shall respond to the Originator of the Request, either with a Success or Failure Response, or not at all.
	Figure 8.2.2-1

	1 Hop
	The Originator of the Request accesses a resource.

The Originator of the Request may only be an Application.

Registrar CSE and Hosting CSEs different entities.

Registrar CSE shall forward the Request to the Hosting CSE, after an optional checking of the Access Rights for accessing the resource and the syntax of the Request message. 

Hosting CSE shall check the Access Rights for accessing the resource and depending on the expected result content respond with a Success or Failure Response, or not at all.
	Figure 8.2.2-2

({8.2.2.c} Editor's Note-1)

	Multi Hops
	The Originator of the Request accesses a resource.

The Originator of the Request may be an Application or a CSE.

Registrar CSE, Intermediate CSE(s) and the Hosting CSE are different entities.

Registrar CSE shall forward the Request to an Intermediate CSE (e.g. MN-CSE) that the Registrar CSE is registered with, if it cannot communicate with the Hosting CSE directly. An optional checking of the Access Rights for accessing the resource and the syntax of the Request message may be performed prior to forwarding the Request.

Intermediate CSE may forward the Request to another Intermediate CSE (e.g. another MN-CSE) that the Intermediate CSE is registered with, if it cannot communicate with the Hosting CSE directly. An optional checking of the Access Rights for accessing the resource and the syntax of the Request message can be performed prior to forwarding the Request.

The Intermediate CSE shall forward the request to the Hosting CSE. An optional checking of the Access Rights and the syntax of the Request message can be performed prior to forwarding the Request.

Hosting CSE shall check the Access Rights for accessing the resource and depending on the expected result content respond with a Success or Failure Response, or not at all.
	Figure 8.2.2-3

({8.2.2.d} Editor's Note-2)


	{8.2.2.e} Editor's Note-1: One-Hop case could potentially include the CSE-to-CSE communication also. The need for such procedures is FFS.
{8.2.2.f} Editor's Note-2: The multi-hop procedures address the scenario when the target is on a specific remote CSE. How a flow will work when the target is distributed on multiple remote CSEs is FFS.
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Figure 8.2.2-1: Originator accesses a resource on the Registrar CSE (No Hops)
----------------------- End of change 8 -----------------------

----------------------- Start of change 9 -----------------------

8.2.3
Accessing Resources in CSEs - Non-Blocking Requests

8.2.3.1
Response with Reference to Result of Requested Operation

In case the Originator of a Request has asked for only a response with an Acknowledgement of the Request and a reference to the result of the requested operation - see rt information in clause 8.1.2 - it is necessary to provide a prompt response to the Originator with a reference to an internal resource on the Registrar CSE or another specified reference, so that the Originator can retrieve the outcome of the requested operation at a later time. The details of such an internal resource are defined in clause 9.6.11. The reference is provided in the response to the Request. The abbreviation "Req‑Ref" is used for simplicity in the figures of the following clauses.

Two different cases to allow the Originator of a request to retrieve the result of a requested operation are defined in the following two clauses.

8.2.3.2
Synchronous Case

In the synchronous case, it is assumed that the Originator of a Request is not able to receive asynchronous messages, i.e. all exchange of information between Originator and Registrar CSE needs to be initiated by the Originator.

In that case the information flow depicted in figure 8.2.3.2-1 is applicable. For the flow depicted in figure 8.2.3.2-1 it is assumed that completion of the requested operation happens before the Originator is trying to retrieve the result of the requested operation with a second request referring to the "Req-Ref" provided in the Response to the original Request.

Another variation of the information flow for the synchronous case is depicted in figure 8.2.3.2-2. In this variation it is assumed that the requested operation completes after the second request but before the third request sent by the Originator.

Equivalent information flows are valid also for cases where the target resource of the requested operation is not hosted on the Registrar CSE. From an Originator's perspective there is no difference as the later retrieval of the result of a requested operation would always be an exchange of Request/Response messages between the Originator and the Registrar CSE using the reference to the original request.
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Figure 8.2.3.2-1: Non-blocking access to resource in synchronous mode
(Hosting CSE = Registrar CSE), requested operation completed before second request


[image: image3.emf]Originator

Receiver -1

(Local CSE = Hosting CSE)

The addressed resource 

is stored here.

Request (access resource)

Response (Req-Ref)

Request (Req-Ref)

CSE generates response in 

line with meta information 

‘mi’ of original request.

operation times out again

CSE starts the requested 

operation to access the 

resource. Needs more time 

to complete.

CSE verifies Access Rights

accepts request

Response(result)

Response (Req-Ref)

Requested operation 

completes. Operation result 

recorded in local CSE

Request (Req-Ref)

CSE generates response in 

line with meta information 

‘mi’ of original request.


Figure 8.2.3.2-2: Non-blocking access to resource in synchronous mode
(Hosting CSE = Registrar CSE), requested operation completed after the second
but before the third request

8.2.3.3
Asynchronous Case

In the asynchronous case, it is assumed that the Originator of a Request is able to receive notification messages, i.e. the Registrar CSE could send an unsolicited message to the Originator at an arbitrary time to send the result to a notification target. The possible mechanisms for the notification to reach the Originator are the same as in the case of a notification after a subscription.

In that case the information flow depicted in figure 8.2.3.3-1 is applicable. In this case it is assumed that the Originator of the Request provided a reference - notificationReference - for notification when the result of the requested operation is available.

Equivalent information flows are valid also for cases where the target resource of the requested operation is hosted on the Registrar CSE. From an Originator's perspective there is no difference as the later notification of the result of a requested operation would always be an exchange of request/response messages between the Originator and the Registrar CSE using reference to the original Request.
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Figure 8.2.3.3-2: Non-blocking access to resource in notification mode 
(Hosting CSE not equal to Registrar CSE), Originator provided reference for notification
----------------------- End of change 9 -----------------------

----------------------- Start of change 10 -----------------------

9.1
General Principles

The following are the general principles for the design of the resource model.

· The "type" of each resource shall be specified. New resource types shall be supported as the need for them is identified.

· The root of the resource structure in a CSE shall be assigned an absolute address. See section 9.3.1 for additional information.
· The resource structure shall be kept simple. In particular:

· <application> resources representing Registree AE  shall be located directly under the <CSEBase> resource.

· <accessControlPolicy> resources shall be located either directly under the <CSEBase> resource, or under an <application> resource.

· <group> resources shall be located either directly under the <CSEBase> resource, or under an <application> resource.

· <remoteCSE> resources representing a Registree CSE shall be located directly under the <CSEBase> resource.

· <container> resources shall be located either under the <CSEBase> resource or, or under an <application> resource, or under another <container> resource.

{9.1.a} Editor's Note: These above stated resource types needs to be validated as for clause 9.6.

{9.1.b} Editor’s note: This section may need fixing due to inconsistency.
{9.1.c}  Editor’s Note: if there are other agreed contributions for 5 items above, at least “belonging to the local CSE” should be removed for Local/Registrar CSE clarification.

· The attributes for all resource type shall be specified.

· Each resource type can have multiple instances.

{9.1.d} Editors note: All the highlighted text  (in magenta) shall be removed once some figures are available (as per ARC#2014-101R02)
· All resource and associated attributes shall be uniquely addressable via their associated Universal Resource Identifiers (URI), consisting of:

· a structured URI based on the chain of child-parent relations;

· a flat URI made of a unique identifier addressable via the base root.

{9.1.e} Editor's Note: Contribution #0505R1 already address the fact that URI is not used in a proper manner in the TS. However the term structured and flat URI still use the term URI. Detailed definition on how to do addressing in oneM2M still needs to be drafted. Alignment of the proper terminology in the TS is needed.
{9.1.f} Editor's Note: how the flat URI can be distinguished from the structured URI is for FFS.
{9.1.g} Editor's Note: if there is a need to provide both structured URI or flat URI of a resource if for FFS.
· Examples:

· Root example "myCSE" (well known, common to structured and flat).

EXAMPLE 1:
The following two examples address the same resource:

· //myCSE/123(structured).

· //myCSE/123 (flat).

EXAMPLE 2:
The following two examples address the same resource:

· //myCSE/myApplication/987 (structured).

· //myCSE/234 (flat).

EXAMPLE 3:
The following two examples address the same resource

· //myCSE//myContainer (structured).

· //myCSE/mC (flat).

· The flat URI is always stored in the parent attribute, that is a mandatory attribute.

· In case of structured URI, the relationship parent-child and vice-versa is determined in the structured URI. When created via the flat URI, the parent child-relation is determined by the parentID attribute.

· This, however, does not imply any specific storage structure for the <container> resource. The structure of a <container> resource is subject to implementations.

· Parts (or all) of the URIs may be replaced with pseudonym (or shorten) URIs. 
· Both structured and flat URIs shall be supported simultaneously over Mcc, and Mca for IN-CSE and MN-CSE

· Both structured and flat URIs should be supported simultaneously over Mcc, and Mca for ASN-CSE. For example, the structured URI can be supported for CREATE while both URI types can be supported for other operations (i.e. RETRIEVE, UPDATE and DELETE).
----------------------- End of change 10 -----------------------

----------------------- Start of change 11 -----------------------

9.3
Resource Addressing

9.3.1
Generic principles

There are three different means for addressing a resource within the oneM2M resource structure. They are as follows:

· The resource can be addressed by a URI, over Mca, Mcc, and Mcc',  with the actual path portion of the URI defining the entire relationship for the target resource within the resource structure. This is a structured representation of the resources within a CSE where the parent relationship chain is embedded in the resource address. Example:  IN-CSEID.m2m.myoperator.org/CSERoot/myAppX/myContainerY 

· The resource can be addressed by a URI, over Mca, Mcc, and Mcc', with the actual path portion of the URI only indicating the actual target resource within the resource structure, but without explicitly embedding the parent-child relationship. Hence the actual parent relationship chain is not known a priori and the hosting CSE needs to resolve the logical location of the target resource in the chain of relationship within the resource structure. Example:  "node2.m2m.myoperator.org/CSERoot/myContainerY” where the same container of the previous example is directly addressed

· The resource can be addressed via two parameters over Mca;  namely the CSE-ID of the host where the resource is located, and/or the resource identifier of the actual target resource. This case is applicable only to intra-domain routing. To proxy this request onwards over the Mcc interface, if applicable, the Registrar CSE can proxy the request to the IN node including these two parameters ; optionally the Registrar CSE shall use the CSE-ID to generate the complete target host name in accordance with the rules define in section 6.5.1.1.  Note in this scenario it is assumed that the actual node identifiers are used in the host name to enable the generation of the host name. Furthermore, it is assumed in this case that resource identifiers allocated by the host are unique, otherwise the resource identifier full path has to be provided. If the resource identifier full path is provided than there is no need for the CSE-ID to be sent to the IN. The CSEBase shall be used to identify the CSE-ID   

This case is an optimization of the second case, since the host name included in the URI has to be generated, as an option, in this case by the Registrar CSE before it can send the request to the target CSE (via the IN node). Example: the same resource addressed in the previous bullet will be provided by the requesting entity to the receiving CSE by means of the identifiers “CSE4-CSEID” and “myContainerY” and then it will be resolved to "CSE4-CSEID.IN-CSEID.m2m.myoperator.org/CSERoot/myContainerY”

These 3 methods shall all be supported by all M2M nodes, notably the Registrar CSEs receiving requests, before they proxy these requests any further, where applicable. 
----------------------- End of change 11 -----------------------

----------------------- Start of change 12 -----------------------

9.6.4
Resource Type remoteCSE

A <remoteCSE> resource shall represent a remote CSE that is registered to the Registrar CSE. <remoteCSE> resources shall be located directly under the <CSEBase>.

Conversely each registered CSE shall also be represented as a sub-set of <remoteCSE> resource in the registering CSE's <CSEBase>.

For example, when CSE1 registers with CSE2, there will be two <remoteCSE> resources created: one in CSE1 <CSEBase1>/<remoteCSE2> and one in CSE2 <CSEBase2>/<remoteCSE1>.

Note that the creation of the two resources does not imply mutual registrationThe <CSEBase1>/<remoteCSE2> does not mean CSE2 registered with CSE1 in the example above.
----------------------- End of change 12 -----------------------

----------------------- Start of change 13 -----------------------

9.6.5
Resource Type application

The <application> resource represents information about an Application Entity known to a given Common Services Entity.
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Figure 9.6.5-1: Structure of <application> resource 
(only resource specific attributes are shown)

{9.6.5.a} Editor's Note: To update the picture to include "link", "announceTo" and "announcedAttribute" attribute.
This resource shall contain the child resources according to their multiplicity in Table 9.6.5-1 (0 indicates the optionality of the child resource)T

Table 9.6.5-1: Child resources of <application> resource

	Child Resource Name of <application>
	Child Resource Type
	Multiplicity
	Description
	<applicationAnnc> Child Resource Type

	[variable]
	<subscription>
	0..n
	See clause 9.6.8
	<subscription>

	[variable]
	<container>
	0..n
	See clause 9.6.6
	<containerAnnc>

	[variable]
	<group>
	0..n
	See clause 9.6.13
	<groupAnnc>

	[variable]
	<accessControlPolicy>
	0..n
	See clause 9.6.2
	<accessControlPolicyAnnc>

	software
	<mgmtObj>
	1..n
	See clause 9.6.15 for <mgmtObj>. 

This resource represents the software component (or components, if the multiplicity is greater than 1) that compose the application. This mgmtObj shall have at least the following <parameters> child resources of its "parameters" subresource:

name (multiplicity 1)

version (multiplicity 1)

state (multiplicity 1)
	<mgmtObjAnnc>

	[variable]
	<commCapabilities>
	1..n
	Resource  <commCapabilities> 
{9.6.5.b} Editor’s Note:needs to be defined.
This resource describes the communication capabilities (essentially the protocols) supported and used by the corresponding Application Entity over the Mca reference point to this CSE.
	<commCapabilitiesAnnc>

	[variable]
	<pollingChannel>
	0..n
	See section 9.6.22.  

When the Registrar CSE of this AE is request-unreachable, the AE should create this <pollingChannel> resource and perform long polling.
	??


----------------------- End of change 13 -----------------------

----------------------- Start of change 14 -----------------------

9.6.12
Resource Type request
The use of this resource type is optional depending on the configuration.

When a CSE is requested to initiate an operation for which the result should be available to the Originator by reference ('rt' information of the request set to 'Acknowledgement'), the Registrar CSE which received the Request directly from the Originator may need to provide a reference back to the Originator so that the Originator can access attributes of the Request at a later time - for instance in order to retrieve the result of an operation that was taking a longer time. The Originator (or any other authorized entity depending on access rights) can access the request status and the requested operation result through it.

The <request> resource may get deleted by the CSE that is hosting it: 

· when the result of the requested operation (if any result was requested at all) has been sent back to the Originator (either by notification to the Originator or by retrieval initiated by the Originator);

· when the expiration time of the <request> resource is reached;

· at any other time -  depending on local settings in the CSE that hosts the <request> resource.

{9.6.12.a} Editor's Note: The exact way how to define that setting (e.g. via DM) is FFS.

For the purpose of providing a standardized structure for expressing and accessing the context of a previously issued Request, the resource type request is defined.
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Figure 9.6.12-1: Structure of <request> resource
(only resource specific attributes are shown)

The resource <request> shall contain the attributes according to their multiplicity shown in Table 9.6.12-1.

Table 9.6.12-1: Attributes of <request> resource

	Attribute Name of <request>
	Multiplicity
	RW/

RO/

WO
	Description

	expirationTime (et)
	1
	RW
	See clause 9.6.1 where this common attribute is described.

	parentID (pID)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	creationTime (cT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	lastModifiedTime (lMT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	versionTag (vT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	operation
	1
	RO
	The operation requested by the Originator, e.g. modifying the content of a container, registering an Application. 

	target
	1
	RO
	The address or the target resource for the requested operation. 

	originator
	1
	RO
	The originating entity for the request. 

	metaInformation
	1
	RO
	Meta information about the request. The content of this attribute is equivalent to the "mi" information in clause 8.1.

	content
	1
	RO
	Contains the content that is supposed to be sent to the target resource.

	requestStatus
	1
	RO
	Contains information on the current status of the Request, e.g. "accepted and pending". 

	operationResult
	1
	RO
	Contains information on the result of the requested action, e.g. "Resource created with URI: XXX". 


Creation of a <request> resource can only be done on a Registrar CSE implicitly by an AE issuing a generic CRUD request for any other resource type to the Registrar CSE. A Registrar CSE cannot accept requests to create a <request> resource directly.

Retrieving of <request> resources or attributes of a <request> resource is allowed for authorized entities.

Update of a <request> resource can only be done by the CSE that hosts the <request> resource or by CSEs that provide operation results pertaining to the request (for instance when the result of an operation requested for a remote CSE becomes available).

Deletion of a <request> resource is possible by authorized entities. If the execution of the request was still pending at the time of deletion, the hosting CSE should to stop any further attempts to execute the request.
----------------------- End of change 14 -----------------------

----------------------- Start of change 15 -----------------------

9.6.19
Resource Type node

The <node> resource represents specific information of a M2M Node that can be utilized by other oneM2M operations. For example, the CMDH CSF can determine when the CSE sends a request message to the target CSE based on the target CSE's reachability schedule. This resource type mainly contains the properties of an M2M Node such as reachability schedule, context information (e.g. memory and storage) and network topology. 

This node specific information stored in this resource type such as memory and storage can be obtained either by the existing device management technologies (OMA DM, BBF TR-069 [i.12]) or any other way (e.g. through JNI (Java Native Interface)). Since <mgmtObj> resource type represents the management functions including both ways, the types of sub-resources are <mgmtObj> resource type.

The location of <node> resource can be differentiated according to the type of node.

· ASN: under <CSEBase> of the ASN-CSE.
· ADN: under <CSEBase> resource of the Registrar CSE. The <application> resource regarding the ADN shall have the proper link (URI) to the <node> resource that contain node specific information of the ADN.

· MN: under <CSEBase> of the MN CSE.
----------------------- End of change 15 -----------------------

----------------------- Start of change 16 -----------------------

9.6.23
Resource Type cmdhPolicy
The <cmdhPolicy> resource type represents a set of rules defining which CMDH parameters will be used by default when a request issued by a local originator (eg. Registree AE or another CSF inside the Registrar CSE) contains the “ec” parameter but not all other CMDH parameters.

One or several resources of type <cmdhPolicy> may be linked as child resources of the local <CSEBase> resource, thus defining a set of CMDH policies applicable whenever this Hosting CSE receives requests.

In addition, one or several resources of type <cmdhPolicy> may be linked as child resources of other resources of type <application> or <remoteCSE>, thus overriding the default set of policies for the relevant locally registered Application Entities or remote CSEs.
----------------------- End of change 16 -----------------------

----------------------- Start of change 17 -----------------------

9.6.25
Resource Type cmdhDefEcValue

The <cmdhDefEcValue> is used to define a value for the ec (event category) parameter of an incoming request when it is not defined.

Upon receiving a request, the CSE will go through all the <cmdhDefEcValue> resources (in the order of their "order" attribute), check the <requestOrigin> and any present<requestContext> and <requestCharacteristics> sub-resources to see if they match (see description of matching), and if they all do, assign the value stored in the defEcValue attribute to the ec parameter.
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Figure 9.6.25-1: Structure of <cmdhDefEcValue> resource 
(only resource specific attributes are shown)

The resource <cmdhEcDefEcValue> shall contain attributes according to their multiplicity shown in Table 9.6.25-1.  A value of "0" for multiplicity indicates the attribute is optional.

Table 9.6.25-1: Attributes of <cmdhDefEcValue> resource

	Attribute Name of <cmdhDefEcValue>
	Multiplicity
	RW/

RO/

WO
	Description

	resourceType (rT)
	1
	RO
	See section 9.6.1 

	expirationTime (eT)
	1
	RW
	See section 9.6.1 

	accessControlPolicyID (aR)
	0..n
	RW
	See section 9.6.1 

	creationTime (cT)
	1
	RO
	See section 9.6.1 

	lastModifiedTime (lMT)
	1
	RO
	See section 9.6.1 

	order(or)
	1
	RW
	The index indicating in which order the cmdhDefEcValue resource will be treated by the CSE to determine a value for the ec parameter

	defEcValue (dev)
	1
	RW
	The actual value to use for the ec parameter if the conditions expressed in the requestOrigin, requestContext and requestCharacteristics all match. If none of these attributes are defined, then the defEcValue shall be applied.

	requestOrigin (rorig)
	1
	RW
	The requestOrigin attribute is a list of zero or more local App-Inst-IDs, App-IDs, or the strings  ‘localAE’ or ‘thisCSE’. 

When an App-Inst-ID appears in the requestOrigin attribute, the default ec value defined inside the defEcValue attribute is applicable for the ec if the request was issued by that specific Application Instance. 

When an App-ID appears in the requestOrigin attribute, the default ec value defined inside the defEcValue attribute is applicable for the ec if the request was issued by any instance of the Application with that App-ID unless covered by another <cmdhDefEcValue> resource with a requestOrigin attribute containing its specific App-Inst-ID.. 

When the string ‘localAE’ appears in the requestOrigin attribute, the default ec value defined inside the defEcValue attribute is applicable for the ec for requests issued by all local AEs unless covered by another <cmdhDefEcValue> resource with a requestOrigin attribute containing the specfifc App-Inst-ID or App-ID of the originator of the request. 

When the string ‘thjsCSE’ appears in the requestOrigin attribute, the default ec value defined inside the defEcValue attribute is applicable for the ec for requests that are originating from within the Registrar CSE .

The hosting CSE shall contain at least one <cmdhDefEcValue> resource that contains ‘localAE’ in the ‘requestOrigin’ attribute and has no ‘requestContext’ and no ‘requestCharacteristics’ attribute. 

The hosting CSE shall contain at least one <cmdhDefEcValue> resource that contains ‘thisCSE’ in the ‘requestOrigin’ attribute and has no ‘contextCondtion’ and no ‘requestCharacteristics’ attribute.

	requestContext (rctxt)
	0..1
	RW
	The requestContext attribute represents the Dynamic Context condition under which the default ec value defined inside the defEcValue attribute is applicable for the ec.

This may refer to conditions such as current battery status, or current network signal strength.

	requestContextNotification
	0..1
	RW
	True or false. If set to true, then this CSE will establish a subscription to the dynamic context information defined in the requestContext attribute as well as a subscription to this <cmdhDefEcValue> resource for all AEs corresponding to the App-Inst-ID or an App-ID appearing in the requestOrigin attribute. Both, changes in the context information and changes to the <cmdhDefEcValue> resource will be notified to the respective AEs. The subscription(s) is/are established when the <cmdhDefEcValue> is provisioned or updated.

	requestCharacteristics
	0..1
	RW
	The requestCharacteristics attribute represents conditions pertaining to the request itself, such as the requested response type (rt attribute) or other attributes of the request.


----------------------- End of change 17 -----------------------

----------------------- Start of change 18 -----------------------

10.2.1.1
Create <application>, aka Application Registration

This flow is used for creating an <application> resource. This operation is part of the registration procedure for AEs on the Registrar CSE (which is also the Hosting CSE), as described in section 10.1.1.2.2
Originator: The Originator shall be an Application Entity. The Originator may suggest in the request the App-Inst-ID.

Receiver: Once the Originator has been successfully authorized (as described in section XXX), the Receiver (which is also the Hosting CSE) shall grant the Request after successful validation of the Request.  
{10.2.1.1.a} Editor’s Note: Currently there is no section with specific text on the authentication/access control from SEC. 

{10.2.1.1.b} Editor’s note: It is not clear if the case of non-authenticated AE can register to a Registrar CSE, but with a very limited access. This case is FFS.
{10.2.1.1.c} Editor’s note: the relation with the accessControlPolicy is for FFS.
----------------------- End of change 18 -----------------------

----------------------- Start of change 19 -----------------------

10.2.2.1
Create <RemoteCSE>, aka CSE Registration

This flow is used for creating a <RemoteCSE> resource. It is part of the registration procedure for remote CSEs on the Registrar CSE (which is also the Hosting CSE), as described in section 10.1.1.2.1
Originator:  A CSE. 

Receiver : Once the Originator has been successfully authenticated and access to the Receiver has been granted (as described in section XXX), the Receiver shall grant the request after successful verification of the request
----------------------- End of change 19 -----------------------

----------------------- Start of change 20 -----------------------

10.2.4
Access to Remotely Hosted Resources via CMDH CSF

10.2.4.1
Introduction to use of <delivery> related flows 

In this introduction an example for delivering information via the use of the <delivery> resource is explained. 

The information flow depicted in figure 10.2.4.1-1 defines the exchange of Requests/Responses for processing an original request targeting a resource that is not hosted on the Registrar CSE of the request Originator. The following assumptions hold:

· Originator is AE1;

· AE1 is registered with CSE1, i.e. CSE1 is the Registrar CSE for AE1;

· The original Request is an UPDATE to a remote resource hosted on CSE3, i.e. CSE3 is the Hosing CSE for the target resource;

· UPDATE options in the original Request are selected such that no feedback after completion of the update operation was requested, i.e. AE1 decided that it does not need to hear back from CSE3; this is expressed by setting the rc information in mito "None", see section 8.1.2.

· Delivery related parameters included in mi (may be set via a default): et, rqet , ec, da and rp;

· rqet indicates how long the forwarding of the request can last at most

· ec  indicates the event category that should be used by CMDH to handle this request

· rp indicates how long after the request has expired, the local request resources should still be available for retrieving status or result information.

· da would be set to on indicating that <delivery> resource shall be used for forwarding the request

· CSE1 is the CSE of an Application Service Node.

· CSE1 is registered with CSE2 and interacts with CSE2 via the reference point Mcc(1).

· CSE2 is the CSE of a Middle Node

· CSE2 is registered with CSE3 and interacts with CSE3 via the reference point Mcc(2)

· CSE3 is the CSE of an Infrastructure Node.

{10.2.4.1.a} Editor's note: The section below is not written in normative language, and terminology  is not consistent with other sections:
The Originator AE1 is SHALLget a confirmation from CSE1 when the original Request is accepted. The response indicates only that CSE1 has accepted the Request and will execute on the requested operation. Furthermore, AE1 has expressed by setting rc to "None" that no result of the requested operation is expected to come back from CSE3. With the provided reference (Req-Ref in figure 10.2.2.1-1), AE1 can retrieve the status of the issued request at a later time, for instance to find out if the request was already forwarded to CSE2 or if it is still waiting for being forwarded on CSE1. Before accepting the request from AE1, CSE1 has also verified if the delivery related parameters expressed by AE1 (settings of "rqet" and "ec") are in line with provisioned policies. AE1 may not be authorized to use certain values for "rqet" or "ec".

In line with the delivery related parameters, CSE1 is generating a local <delivery> resource on CSE1 and attempts to forward the content of it in line with provisioned policies at a suitable time and via a suitable connection to CSE2 by requesting the creation of a <delivery> resource on CSE2. In this example case, the lifespan attribute of this delivery resource is set to the same value as the rqet parameter expressed by AE1.

CSE2 may confirm the acceptance of the Request for creation of a <delivery> resource to CSE1. Confirmation of acceptance of a Request to create a <delivery> resource between two CSEs - here the acceptance by CSE2 indicated to CSE1 - is subject to details in protocol specifications and may not always occur in CMDH processing.

When CSE2 has accepted the incoming request from CSE1, CSE1 may delete the data attribute of the local <delivery> resource. Furthermore - if the expiration time of the local <delivery> resource is not exhausted - the Registrar CSE shall update the status of the local <delivery> resource to indicate that it has been forwarded to CSE2. CSE1 shall also update the status of the original request to indicate that it has been forwarded and it may delete the data attribute of the original request.

When CSE2 has received (and accepted) the Request to create a local <delivery> resource, it will attempt to forward it to CSE3. In line with the delivery related parameters, CSE2 is generating a local <delivery> resource on CSE2 and attempts to forward it in line with provisioned policies at a suitable time and via a suitable connection to CSE3 by requesting the creation of a <delivery> resource on CSE3.

CSE3 may confirm the acceptance of the Request for creation of a <delivery> resource to CSE2. Confirmation of acceptance of a Request to create a <delivery> resource between two CSEs - here the acceptance by CSE3 indicated to CSE2 - is subject to details in protocol specifications and may not always occur in CMDH processing.

When CSE3 has accepted the incoming Request from CSE2, CSE2 may delete the data attribute of the local <delivery> resource. Furthermore - if the expiration time of the local <delivery> resource is not exhausted - the Registrar CSE shall update the status of the local <delivery> resource to indicate that it has been forwarded to CSE3.

When CSE3 has received (and accepted) the request to create a local <delivery> resource, it will determine that the target of the delivery was CSE3 itself. Therefore it will forward internally the original request contained in the data attribute of the <delivery> resource.

Within CSE3, CSFs that are responsible for checking and executing local access to resources in DMR CSF will execute the originally requested UPDATE operation. If successful, the targeted resource will be updated with the content provided by the Originator.

Since in the depicted case no result needed to be sent back to the Originator, the processing for the requested operation is then completed.
----------------------- End of change 20 -----------------------

----------------------- Start of change 21 -----------------------

10.2.8.2
Create <mgmtCmd>

A CREATE request is used by an Originator to create a specific <mgmtCmd> resource in a hosting CSE. 

The created <mgmtCmd> resource will be mapping a RESTful method to management commands and/or procedures which may be translated from existing management protocols (e.g. BBF TR-069 [refs]). At run-time the hosting CSE can expose the translated commands, over the Mcc reference point, to the remote entities (i.e. ASN/MN-CSE).

Originator: The Originator shall request to create a new <mgmtCmd > resource to be named as "mgmtCmd" by using a CREATE verb. The request shall address <CSEBase> resource of the hosting CSE. The request may also provide the attributes of the <mgmtCmd> resource to be created as described in clause 9.6.15 such as "cmdType".

The Originator may be:

· An AE registered to the IN-CSE.

· The CSE on the managed entity: In this case, the CSE transforms supported management command into the <mgmtCmd> resource representation, then requests the hosting CSE to create the corresponding <mgmtCmd> resource.

NOTE 1:
The hosting IN-CSE in the network domain may also create the <mgmtCmd> resource locally by itself. The details are out of scope. Then an AE can discover the created <mgmtCmd> and manipulate it.

NOTE 2:
The <mgmtCmd> resource may also be created in the hosting CSE by other offline provisioning means which are out of scope.
----------------------- End of change 21 -----------------------

----------------------- Start of change 22 -----------------------

10.2.8.5
Delete <mgmtCmd>

A DELETE request is used by the Originator to delete an existing <mgmtCmd> resource on a hosting CSE. An AE may also use this procedure to cancel all initiated <execInstance> of an <mgmtCmd> if applicable.

Originator: The Originator shall request to delete an existing <mgmtCmd> resource by using a DELETE verb. The request shall address the specific "<mgmtCmd>" resource on the hosting CSE.

The Originator may be:

· The CSE on the manageable entity: In this case, the CSE issues the request to the hosting CSE to hide the corresponding management command from being exposed by the <mgmtCmd> resource.

· An AE: In this case, the AE requests the hosting CSE to delete the <mgmtCmd> resource from the hosting CSE and cancel all initiated <execInstance> of an <mgmtCmd> if applicable.

NOTE 1:
The hosting CSE in the network domain may also delete an <mgmtCmd> resource locally by itself. This internal procedure is out of scope.

NOTE 2:
The <mgmtCmd> resource may also be deleted in the hosting CSE by other offline provisioning means which are out of scope.
----------------------- End of change 22 -----------------------

----------------------- Start of change 23 -----------------------

Annex E


(Informative) CSE Minimum Provisioning

The present section defines the minimum set of resources instantiated in a CSE node with the scope to make it ready to provide services to entities that will register to.

For the purpose of the initial configuration two roles are identified:

· superuser: this role allows the full CSE control according to infrastructure provider policies. Only one superuser role is allowed per CSE;

· user: is the role associated to an application that will register itself to Registrar CSE. More than one user roles are allowed per CSE. More than one applications can access to CSE with the same role.
----------------------- End of change 23 -----------------------

----------------------- Start of change 24 -----------------------

I.1
Service Session Management Text for Removal

I.1.1[6.2.12]
Service Session Management

I.1.1.1[6.2.12.1]
General Concepts

An M2M service session is an end-to-end Service Layer connection managed by the Service Session Management (SSM) CSF.  The SSM CSF manages M2M service sessions between M2M Applications, between an M2M Application and a CSE, or between CSEs.

{I.1.1.1.a} Editor's Note: Provide information as to when an M2M service session is needed.
The management of a M2M service session includes capabilities such as the management of session state, session authentication and establishment, management of Underlying Network connections and services related to the session, coordination of sessions spanning multiple hops of CSEs, exchange of information between session endpoints, and session termination.

The SSM CSF uses the CMDH CSF within the same CSE for sending/receiving messages to/from the next-hop CSE or to/from an Application for a given M2M service session. The SSM CSF also uses the SEC CSF for the management of session related security credentials and authentication of session participants. The SSM CSF generates session specific charging events also that it communicates to the SCA CSF within the same CSE.
I.1.1.2 [6.2.12.2]
Detailed Descriptions

An M2M service session is an end-to-end Service Layer connection managed by the SSM CSF. The SSM CSF shall support the management of the following M2M service session related information.

· Session Identifier: The Service Session Identifier is used by the SSM CSF and session endpoints to uniquely identify M2M service layer session.

· Session Credentials: Security credentials associated with M2M service session. For example, E2E security certificates, public keys, etc. An M2M service session can support an independent set of credentials or it can optionally leverage security credentials from Underlying Network sessions or network connections.

· Session Descriptor: Information describing the M2M service session that can be used by the existing session endpoints or prospective session participants in order to discover an existing session.  For example, a description for each session participant (e.g. device identifiers, type of participant, services that participant supports, interface requirements of participant, type of compression used, etc.).

· Session Routing Information: Information describing how to route M2M service session messages. For example, list of CSEs in the routing path, or next-hop CSE in the routing path.

· Session Context/History: Information related to M2M service session activity such as session related events that have occurred or transactions that have been processed. For example, keeping track of the type, number, rate, size, etc. of the resources targeted by the session endpoints. Or keeping track of different service sessions that a specific application establishes (e.g. rate, type, etc).

· Session Policies: Policies that define rules for how SSM CSF manages sessions. For example, session routing policies, session store-and-forward policies, session access control policies, session data management policies, etc. The SSM CSF can use these policies by itself or provide such policies to other CSFs (e.g. CMDH CSF, DMR CSF, SEC CSF, etc).

Some M2M service sessions may require security. In order to secure an M2M service session, proper security credentials shall be used by session endpoints (e.g. M2M Applications and/or CSEs).  If M2M service session credentials are not pre-provisioned, the SSM CSF shall support securely bootstrapping of the session credentials to the session endpoints. The SSM CSF shall use the SEC CSF for supporting such bootstrapping. The SSM CSF may also leverage security credentials and trust relationships from Underlying Networks.
The SSM CSF shall support requests to establish an M2M service session between M2M Applications, between an M2M Application and a CSE, or between CSEs. Before a request to establish an M2M service session is granted, the SSM CSF shall first authenticate the requester using session credentials. The SSM CSF shall use the SEC CSF to support session authentication. Once authenticated, the SSM CSF shall establish the M2M service session between the requesting and targeted session endpoints. This shall involve the SSM CSF coordinating with the targeted session endpoint on an agreed upon session ID that can be used to identify the session messages. The SSM CSF shall return this session ID to the requester. The SSM CSF shall also maintain additional session information for the management of the session such as session policies, session routing information, session descriptor, etc.
The SSM CSF shall support layering of a M2M service session over the top of Underlying Network connections. The SSM CSF shall support persistency of the M2M service sessions with respect to the Underlying Network connections. The SSM CSF shall maintain an active M2M service session independent of the state of the Underlying Network connections and shall be robust to network connections that are dynamically torn-down and re-established. The SSM CSF shall support initiating or providing input to other CSFs and/or the Underlying Network on whether the network connections should be torn-down/re-established based on M2M service session activity or state.
The SSM CSF shall support requests to terminate an M2M service session between M2M Applications, between an M2M application and a CSE, or between CSEs. Before a request to terminate an M2M service session is granted, the SSM CSF shall first authenticate the requester using session credentials. The SSM CSF shall use the SEC CSF to support session authentication. Once authenticated, the SSM CSF shall terminate the M2M service session between the requesting and targeted session endpoints. This shall involve removal of session information on the session endpoints as well as the SSM CSF.
The SSM CSF shall support M2M service sessions that span multiple intermediate CSE hops. The SSM CSF shall leverage the SEC CSF on the same CSE as well the SSM CSF and the SEC CSF on intermediate CSEs to support multi-hop M2M service sessions. In doing so, SSM CSFs on different CSEs shall support coordinated M2M service session management. This includes bootstrapping of session credentials, session authentication and establishment, management of underlying network connections and services related to the session, management of session routing information, and session termination across multiple SSM CSFs.
----------------------- End of change 24 -----------------------
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