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Introduction
This CR addresses some of the editors notes in 9.1. It makes this clause consistent with Table 9.1.6-1. However it is not clear why this text is needed here since it is already in Table 9.1.6-1 and does not in my opinion, exemplify a simple resource structure. I suggest it be removed.

It also updates Table 9.1.6-1 to reflect the renaming of <application> to <AE>
----------------------Start of change 1---------------------------------------------

9 Resource Management

All entities in the oneM2M System, such as AEs, CSEs, "data", etc., are represented as "resources". A "resource structure" is specified as a representation of the "resources". Such "resources" are uniquely addressable. Procedures for accessing such resources are also specified.
9.1
General Principles

The following are the general principles for the design of the resource model.

· The "type" of each resource shall be specified. New resource types shall be supported as the need for them is identified.

· The root of the resource structure in a CSE shall be assigned an absolute address. See clause 9.3.1 for additional information.
· The resource structure shall be kept simple. In particular:

· <AE> resources shall be located directly under the <CSEBase> or <remoteCSE> resources.

· <accessControlPolicy> resources shall be located directly under the <CSEBase>, <remoteCSE>, or  <AE> resources.

· <group> resources shall be located directly under the <CSEBase>, <remoteCSE>, or <AE> resources.

· <remoteCSE> resources shall be located directly under the <CSEBase> resource.

· <container> resources shall be located directly under the <CSEBase> , <AE> resource, <remoteCSE> or under another <container> resource.

 

[9.1.c]  Editor’s note: local CSE terminology needs discussing.

[9.1.c-1]: If there are other agreed contributions from 5 items above, at least "belonging to Local CSE" should be removed from Local/Registrar CSE clarifications.

· The attributes for all resource type shall be specified.

· Each resource type can have multiple instances.

· All resource and associated attributes shall be uniquely addressable via their associated Universal Resource Identifiers (URI), consisting of:

· a structured URI based on the chain of child-parent relations;

· a flat URI made of a unique identifier addressable via the base root.
[9.1.e]  Editor's Note: Contribution #0505R1 already address the fact that URI is not used in a proper manner in the TS. However the term structured and flat URI still use the term URI. Detailed definition on how to do addressing in oneM2M still needs to be drafted. Alignment of the proper terminology in the TS is needed.

[9.1.f]  Editor's Note: how the flat URI can be distinguished from the structured URI is for FFS.

[9.1.g]  Editor's Note: if there is a need to provide both structured URI or flat URI of a resource if for FFS.

· Examples:

· Root example "myCSE" (well known, common to structured and flat).

EXAMPLE 1:
The following two examples address the same resource:

· //myCSE/123(structured).

· //myCSE/123 (flat).

EXAMPLE 2:
The following two examples address the same resource:

· //myCSE/myApplication/987 (structured).

· //myCSE/234 (flat).

EXAMPLE 3:
The following two examples address the same resource

· //myCSE//myContainer (structured).

· //myCSE/mC (flat).

· The flat URI is always stored in the parent attribute, that is a mandatory attribute.

· In case of structured URI, the relationship parent-child and vice-versa is determined in the structured URI. When created via the flat URI, the parent child-relation is determined by the parentID attribute.

· This, however, does not imply any specific storage structure for the <container> resource. The structure of a <container> resource is subject to implementations.

· Parts (or all) of the URIs may be replaced with pseudonym (or shorten) URIs. 
· Both structured and flat URIs shall be supported simultaneously over Mcc, and Mca for IN-CSE and MN-CSE
· Both structured and flat URIs should be supported simultaneously over Mcc, and Mca for ASN-CSE. For example, the structured URI can be supported for CREATE while both URI types can be supported for other operations (i.e. RETRIEVE, UPDATE and DELETE).

----------------------End of change 1---------------------------------------------
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Table 9.6-1 Resource Summary
	Resource Type
	Short Description
	Child Resource Types
	Parent Resource Types
	Clause

	accessControlPolicy
	Stores a representation of privileges. It is associated with resources that shall be accessible to entities external to the hosting CSE., It controls "who" is allowed to do "what" and can be used for privacy protection.
	subscription
	AE, remoteCSE, CSEBase
	9.6.2

	instance
	Represents a data instance in the container resource.
	subscription
	container
	9.6.7

	AE
	Stores information about the AE. It is created as a result of successful registration of an AE with the registrar CSE. 
	subscription, container, group, accessControlPolicy, mgmtObj, commCapabilities, pollingChannel
	remoteCSE, CSEBase
	9.6.5

	cmdhBuffer
	Defines CMDH buffer usage limits
	subscription
	cmdhPolicy
	D.12.7

	cmdhDefaults
	Defines CMDH default values
	cmdhDefEcValue, cmdhEcDefParamValues
subscription
	cmdhPolicy
	D.12.1

	cmdhEcDefParamValues
	Represent a specific set of default values for the CMDH related parameters
	subscription
	cmdhDefaults
	D.12.3

	cmdhDefEcValue
	Defines a value for the ec (event category) parameter of an incoming request when it is not defined.
	subscription
	cmdhDefaults
	D.12.2

	cmdhLimits
	Defines limits for CMDH related parameter values
	subscription
	cmdhPolicy
	D.12.4

	cmdhNetworkAccessRules
	Defines rules for the usage of underlying networks
	cmdhNwAccessRule
subscription
	cmdhPolicy
	D.12.5

	cmdhNwAccessRule
	Defines a rule for the usage of underlying networks
	schedule
subscription
	cmdhNetworkAccessRules
	D.12.6

	cmdhPolicy
	A set of rules defining which CMDH parameters will be used by default
	cmdhDefaults, cmdhLimits,  cmdhNetworkAccessRules, cmdhBuffer
subscription
	None documented
	D.12

	container
	Shares data instances among entities. Used as a mediator that takes care of buffering the data to exchange "data" between AEs and/or CSEs. The exchange of data between AEs (e.g. an AE on an node in a field domain and the peer-AE on the infrastructure domain) is abstracted from the need to set up direct connections and allows for scenarios where both entities in the exchange do not have the same reachability schedule.
	container, instance, subscription, 
	AE, container, remoteCSE, CSEBase
	9.6.6

	CSEBase
	The structural root for all the resources that are residing on a CSE. It shall store information about the CSE itself.
	remoteCSE, node, AE, container, group, accessControlPolicy, subscription, mgmtObj, mgmtCmd, locationPolicy, statsConfig
	None
	9.6.3

	delivery
	Forwards requests from CSE to CSE
	subscription
	None documented
	9.6.11

	eventConfig
	Defines events that trigger statistics collection
	subscription
	statsConfig
	9.6.23

	execInstance
	The Execution Instance resource contains all execution instances of the same management command mgmtCmd.
	subscription
	mgmtCmd
	9.6.17

	group
	Stores information about resources of the same type that need to be addressed as a Group. Operations addressed to a Group resource shall be executed in a bulk mode for all members belonging to the Group.
	members
subscription
	AE, remoteCSE, CSEBase
	9.6.13

	locationPolicy
	Includes information to obtains and managemanages geographical location 

It is only referred from container, in case that the instances of the container provide location information.
	subscription
	CSEBase
	9.6.10

	members 
	Virtual resource containing target for group requests 
It is used for addressing bulk operations to all the resources that belong to a group.
	None documented
	group
	9.6.14

	mgmtCmd
	Management Command resource represents a method to execute management procedures required by existing management protocols.
	execInstance
subscription
	CSEBase
	9.6.16

	mgmtObj
	Management Object resource represents management functions that provides an abstraction to be mapped to external management technology. It represents the node and the software installed in the node
	parameters
subscription
	remoteCSE, CSEBase
	9.6.15

Annex D

	m2mServiceSubscription
	Data pertaining to the M2M Service Subscription
	nodeInfo
subscription
	None documented
	9.6.19

	node
	Represents specific Node information
	schedule, mgmtObj 
subscription
	CSEBase, remoteCSE
	9.6.18

	nodeInfo
	Node information
	subscription
	m2mServiceSubscription
	9.6.20

	parameters
	Provides a mechanism to describe the management object in a generic way to easily import information from existing management protocols.
	parameters
subscription
	mgmtObj, parameters
	9.6.16

	pollingChannel
	Represent a channel that can be used for a request-unreachable entity
	None documented
	remoteCSE, AE
	9.6.21

	remoteCSE
	Represents a remote CSE for which there has been a registration procedure with  the registrar CSE identified by the CSEBase resource.
	AE, container, group, accessControlPolicy, subscription, mgmtObj, pollingChannel, node
	CSEBase
	9.6.4


----------------------End of change 2---------------------------------------------
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