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Introduction
1)  It is agreed to specify three ways to obtain location information, Network, Device and Sharing-based. However, the description is wrongly written in the current version.
2)  New attribute ‘locationStatus’ is proposed for some cases that, for example, the Hosting CSE has created <locationPolicy> resource type, but if location acquisition procedure between Hosting CSE and Location Sever is failed due to malfunction of location server, the status information shall be recored and need to be informed to the Originator by using the attribute.
What we agreed so far that we separated where location-relevant information is stored. The configuration information is set in <locationPolicy> resource and the actual location information is set in <contentInstance> resource and The error or status code is a kind of configuration information. 

3)  Additionally, This CR is to remove the editor’s notes related to <locationPolicy> resource type.

{9.6.10.a} Editor's Note: To update the picture to include "link", "announceTo" and "announcedAttribute" attribute.
· [To be Removed] those attributes are common attributes. 
{10.2.10.1.1.a} Editor's Note: Handling of various levels of the <locationPolicy> resources needs to be defined.
· [To be Removed] the relation between <locationPolicy> resource and a <container> that contains location information is .1:1. So it does not need to be defined. 

{10.2.10.1.1.b} Editor’s Note:  Align and/or provide references
· [The reference needs to be included] the informative references are included.

{10.2.10.1.4.a} Editor's Note: If deleted by CSE is the AE that created it notified.

· [To be Removed] who can or cannot delete the created resource that is created by different entity is determined and described by proper access control mechanism and how to notify it is following subscription/notification mechanism.
-----------------------Start of change 1-------------------------------------------
9.6.10
Resource Type locationPolicy
The <locationPolicy> resource in LOC CSF represents the method for obtaining and managing geographical location information of an M2M Node.

The actual location information shall be stored in the <instance> resource, a child resource of <container> resource.  The <container> resource has the locationId attribute which holds the URI of this <locationPolicy> resource as a linkage. The LOC CSF can obtain location information based on the attributes defined under <locationPolicy> resource, and store the location information in the target <container> resource.

Based on the locationSource attribute, the way of obtaining location information of an M2M Node can be differentiated: Network-based where the CSE on behalf of the AE obtains the target M2M Node's location information from Underlying Network, Device-based where the ASN is equipped with any location capable  modules or technologies (e.g. GPS) and is able to position itself, and Sharing-based where the ADN has no GPS and Underlying Network connection capability, but its location information can be retrieved from either ASN or MN.

NOTE:
Geographical location information is more than longitude and latitude.
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Figure 9.6.10-1: Structure of <locationPolicy> resource
(only resource specific attributes are shown)
Editor's Note: To update the picture to include "link", "announceTo" and "announcedAttribute" attribute.
This resource shall contain the attributes according to their multiplicity in Table 9.6.10-1 (0 indicates the optionality of the attribute).

Table 9.6.10-1: Attributes of <locationPolicy> resource

	Attribute Name of <locationPolicy>
	Multiplicity
	RW/

RO/

WO
	Description
	<locationPolicyAnnc> Attributes

	resourceType (rT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.
	MP

	expirationTime (eT)
	1
	RW
	See clause 9.6.1 where this common attribute is described.
	MP

	parentID (pID)
	1
	RO
	See clause 9.6.1 where this common attribute is described.
	MP

	accessControlPolicyID (aRI)
	1..n
	RW
	See clause 9.6.1 where this common attribute is described.
	MP

	creationTime (cT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.
	MP

	lastModifiedTime (lMT)
	1
	RO
	See clause 9.6.1 where this common attribute is described.
	MP

	labels (lBs)
	0..1
	RW
	See clause 9.6.1 where this common attribute is described.
	MP

	link
	1
	WO
	See section 9.6.1 where this common attribute is described. This is only for <locationPolicyAnnc>.
	MP

	announceTo
	1
	RW
	See section 9.6.1 where this common attribute is described.
	NP

	announcedAttribute
	1
	RW
	See section 9.6.1 where this common attribute is described.
	NP

	locationSource
	1
	RW
	Indicates the source of location information 

Network Based

Device Based

Sharing Based
	OP

	locationUpdatePeriod
	0..1
	RW
	Indicates the period for updating location information. If the value is marked '0' or not defined, location information is updated only when a retrieval request is triggered.
	OP

	locationTargetId
	0..1
	RW
	The identifier to be used for retrieving the location information of a remote Node and this attribute is only used in the case that location information is provided by a location server.
	OP

	locationServer
	0..1
	RW
	Indicates the identity of the location server. This attribute is only used in that case location information is provided by a location server.
	OP

	locationContainerID
	0..1
	RO
	A URI of the <container> resource where the actual location information of a M2M Node is stored. 
	OP

	locationContainerName
	0..1
	RW
	A Name of the <container> resource where the actual location information of a M2M Node is stored. If it is not assigned, the Hosting CSE automatically assigns a name of the resource.

Note: The created <container> resource related to this policy shall be stored only in the Hosting CSE.
	OP

	locationStatus
	1
	RO
	Contains the information on the current status of the location request. (e.g., location server fault)
	OP


-----------------------End of change 1-------------------------------------------
-----------------------Start of change 2-------------------------------------------

10.2.10
Location Management Procedures

10.2.10.1
Procedure related to <locationPolicy> resource

This clause introduces the procedures for obtaining and managing a target M2M Node's location information, which are associated with the <locationPolicy> resource that contains the method for obtaining and managing location information.

10.2.10.1.1
Create <locationPolicy>

This procedure shall be used for creating a <locationPolicy> resource.

Originator: The Originator shall request to CREATE a <locationPolicy> resource including the relevant attributes and the address <CSEBase> resource of a Hosting CSE. Minimally, the Request shall provide the mandatory attributes defined in the Table 9.6.10-1. The Originator in this case is an AE or CSE.


Receiver: For the CREATE procedure, the Receiver (Hosting CSE) shall:

· Check whether the Originator is authorized to request the procedure.

· Check whether the provided attributes of the <locationPolicy> resource represent a valid Request.

· Upon successful validation of the above procedures, the Hosting CSE creates the <locationPolicy> resource.
· Check the defined locationSource attribute to determine which method is used.. The locationSource attribute shall be set based on the capabilities of a target M2M Node, the required location accuracy of the Originator and the Underlying Network in which a target M2M Node resides:
· For the Network-based case, the Hosting CSE shall transform the Request from the Originator into Location Server request following the attributes (e.g., locationTargetID, locationServer) defined in the <locationPolicy> resource. Additionally, the hosting CSE shall also provide default values for other parameters (e.g., required quality of position) in the Location Server request [i.7] according to local policies. The request towards the Location Server crosses over the Mcn reference point. Then the Location Server in the Underlying Network performs positioning procedures, and returns the results over the Mcn reference point.

· The specific mechanism used to communicate with the network Location Server depends on the capabilities of the Underlying Network and other factors. For example, it could be either the OMA Mobile Location Protocol [i.7] or OMA RESTful NetAPI for Terminal Location [i.8]. 

NOTE:
The details of the mechanisms are addressed in the oneM2M Core Protocol Specification [i.2].

· For the Device-based case, this case is applicable if the Originator is ASN-AE and the ASN has location determination capabilities (e.g., GPS). The Hosting CSE is capable of performing positioning procedure using the module or technologies. For example, if the ASN has a GPS module itself, the ASN-CSE obtains the location information of Node from the GPS module through internal interfaces (e.g., System call or JNI). The detail procedure is out-of-scope.

· For the Sharing-based case, this case shall be applicable if the Originator is an AE and the Hosting CSE is MN‑CSE and the ADN is a resource constrained node, no location determination capabilities (e.g., GPS) and Network-based positioning capabilities. Also according to the required location accuracy of the AE, the Originator may choose this case.

When the Hosting CSE receives the CREATE request and if the Hosting CSE can find the closest Node that is registered with the Hosting CSE and has location information from the Originator in the M2M Area Network, the location information of the closest Node shall be stored as the location information of the Originator, or if the Hosting CSE cannot find any closest Node or has no topology information, the location information of the Node of the Hosting CSE (MN) shall be stored as the location information of the Originator. The closest Node can be determined by the minimum hop based on the topology information stored in the <node> resource.

Table 10.2.10.1.1-1: <locationPolicy> CREATE
	CREATE: Description

	Pre-Conditions 
	None

	Information on Request message
	op: C

fr: Identifier of the AE or the CSE that initiates the Request

to: the URI of the <CSEBase> resource

cn: The representation of the <locationPolicy> resource described in clause 9.6.10

	Local processing on Hosting CSE
	Detail procedure for the Hosting CSE of the CREATE request described above

	Information on Response message
	The representation of the created <locationPolicy> resource

	Post-Conditions 
	Detail steps for the Hosting CSE after the CREATE request are described above

	Exceptions
	No change from the generic procedure


10.2.10.1.2
Retrieve <locationPolicy>

This procedure shall be used for retrieving an existing <locationPolicy> resource.

Originator: The Originator shall request to obtain <locationPolicy> resource information by using RETRIEVE operation. The Originator is either an AE or a CSE.

Receiver: The Receiver shall check if the Originator has RETRIEVE permission on the <locationPolicy> resource. Upon successful validation, the Hosting CSE shall respond to the Originator with the appropriate responses.
Table 10.2.10.1.2-1: <locationPolicy> RETRIEVE
	RETRIEVE: Description

	Pre-Conditions 
	None

	Information on Request message
	op: R

fr: Identifier of the AE or the CSE that initiates the Request

to: the URI of the target <locationPolicy> resource

	Local processing on Hosting CSE
	No change from the generic procedure

	Information on Response message
	No change from the generic procedure

	Post-Conditions 
	None

	Exceptions
	No change from the generic procedure


10.2.10.1.3
Update <locationPolicy>

This procedure shall be used for updating an existing <locationPolicy> resource.

Originator: The Originator shall request to update attributes of an existing <locationPolicy> resource by using an UPDATE operation. The request shall address the specific <locationPolicy> resource of a CSE. The Originator may be either an AE or a CSE.

Receiver: The Receiver of an UPDATE request shall check whether the Originator is authorized to request the operation. The receiver shall further check whether the provided attributes of the <locationPolicy> resource represent a valid request for updating <locationPolicy> resource. The updatable attributes are (excluding common attributes):

· locationUpdatePeriod: This value is updated to change the period for updating location information.
Table 10.2.10.1.3-1: <locationPolicy> UPDATE

	UPDATE: Description

	Pre-Conditions 
	None

	Information on Request message
	op: U

fr: Identifier of the AE or the CSE that initiates the Request

to: the URI of the target <locationPolicy resource

cn: The attributes which are to be updated.

	Local processing on Hosting CSE
	No change from the generic procedure

	Information on Response message
	No change from the generic procedure

	Post-Conditions 
	None

	Exceptions
	No change from the generic procedure


10.2.10.1.4
Delete <locationPolicy>

This procedure shall be used for deleting an existing <locationPolicy> resource. 

Originator: The Originator shall request to delete an existing <locationPolicy> resource by using the DELETE operation. The Originator may be either an AE or a CSE.

Receiver: The Receiver shall check if the Originator has DELETE permission on the <locationPolicy> resource. Upon successful validation, the CSE shall remove the resource from its repository and shall respond to the Originator with appropriate responses.
Once the <locationPolicy> resource is deleted, the Receiver shall delete the associated resources (e.g., <container>, <contentInstance> resources). If the locationSource attribute and the locationUpdatePeriod attribute of the <locationPolicy> resource has been set with appropriate value, the Receiver shall tear down the session. The specific mechanism used to tear down the session depends on the support of the Underlying Network and other factors.
Table 10.2.10.1.4-1: <locationPolicy> DELETE

	DELETE: Description

	Pre-Conditions 
	When the locationSource of the created <locationPolicy> resource is "sharing-based" and the AE disconnects from the registered MN-CSE

	Information on Request message
	op: D

fr: Identifier of the AE or the CSE that initiates the Request

to: the URI of the target <locationPolicy resource

	Local processing on Hosting CSE
	No change from the generic procedure

	Information on Response message
	No change from the generic procedure

	Post-Conditions 
	None

	Exceptions
	No change from the generic procedure


-----------------------End of change 2-------------------------------------------
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