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Introduction

During previous TP#10, various locations were suggested for the notification threshold, the consensus has reached an agreement as follows:

[10.2.12.c]  Editor’s Note: The specific threshold mentioned above needs to be added as an attribute in the <CSEBase> resource type.
So, this contribution is to propose the specific threshold for the notification procedure under the <CSEBase> resource. 

-----------------------Start of change 1-------------------------------------------
10.2.12
Notification Procedures for Resource Subscription

This procedure shall be used to notify Receiver(s) of modifications of a resource for an associated <subscription> resource.

Originator: The Originator can be a CSE which is hosting a <subscription> resource. The Originator shall consider sending a notification request containing the subscribed information following the detection of a modification of the subscribed-to resource that matches the specified filterCriteria as specified in the <subscription> resource.

The Originator shall contain a notification structure and send this to Receiver(s).

In case the notification is forwarded or aggregated by transit CSEs, the originator shall contain attributes related to notification policies such as latestNotify or batchNotify in the notification so that transit CSE is able to enforce the policy defined by the subscriber.

[10.2.12.a]  Editor’s Note: The notification policy enforcement between subscription resource hosting CSE and the notification target CSE need to be FFS.

Receiver: The Receiver can be AE(s) or a CSE(s) which shall be presented in the notificationURI attribute of the <subscription> resource. The Receiver responds positively to the Request. The Receiver can also be a transit CSE in case the notification is forwarded or aggregated.

A considered Notification Request shall be sent when notification policies are satisfied.

The expirationCounter shall be decreased by one when the Originator successfully sends the notification request to Receiver(s). If the counter meets zero, the corresponding subscription resource is deleted.

The batchNotify policy is based on a minimum number of notification events and a maximum time to wait for that number of events. Notification events shall be temporarily stored for some duration (e.g., 10 minutes) or until a specified number are stored (e.g., 20 notifications) before sending - then sent when the first of these two conditions are satisfied. The sending order is first-in first out (FIFO). notificationEventCat is checked at the time of batch transmission and applied to each notification in the batch. Stored notification events may be dropped according to the notificationStoragePriority and the notificationCongestionPolicy (see clause 9.6.3).
The rateLimit policy is based upon a maximum specified number of events (e.g., 10, 000) that can be sent within some specified rateLimitWindow duration (e.g., 60 seconds). The ratelimitWindows are sequential (not rolling). A considered Notification Request may only be sent whenever the current total number of events sent is less than the maximum number of events within the current rateLimitWindow duration. Notification events that do not meet this policy are temporarily stored or dropped according to the notificationStoragePriority and the notificationCongestionPolicy (see clause 9.6.3). In the event that transmission of a batch triggers rate-limiting, the transmission of the batch shall complete, and the rate limiting mechanism may hold off sending subsequent notifications within the rateLimit unit time in which transmissions have exceeded the allowed notifications.
The interimEventsNotify policy indicates the notification action to be taken following a period of connectionless (e.g., reachability schedule, network malfunction), when Receiver(s) again become reachable. When a notification is ready to be sent, the Originator shall verify with CMDH CSF whether connectivity to the Receiver is currently allowed for the notification request. If that is the case, the notification shall be passed on to CMDH CSF for delivery. However, during the period of loss of connectivity the interimEventsNotify policy is applied if the notification message needs not to be immediately sent.
The interimEventsNotify attribute specifies how many of the most recent eligible notifications during the connectionless (interim) period shall be sent to Receiver(s) relative to Receiver(s) reconnect time. When a notification becomes eligible in the connectionless period, it is temporarily stored in the Originator. After the connection recovery, the Originator shall determine which notifications to send according to the interimEventsNotify attribute and send notifications (if available) to Receiver(s). The interimEventsNotify attribute shall be classified into "sendNo" (i.e., ignore prior notifications), "sendLatest" (i.e., send the last pending notification), "sendAll" (i.e., send all pending notifications).
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Figure 10.2.12-1: Notification Mechanism when interimEventsNotify (sendNo) is used
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Figure 10.2.12-2: Notification Mechanism when interimEventsNotify (sendLatest) is used
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Figure 10.2.12-3:  Notification Mechanism when interimEventsNotify (sendAll) is used
The priorSubscriptionNotify policy indicates the notification action to be taken following a new subscription. It enables sending of event notifications, which happened before the new subscription was created. When a new subscription is created, the most recent number "n" subscription events prior to the new subscription shall be sent to Receiver(s), if available.
The latestNotify indicates if the subscriber is only interested in the latest state of the subscribed-to resource. In the case the Receiver is a transit CSE which forwards or aggregates the notifications before sending to the subscriber or the other transit CSEs, upon receiving the notification with the latestNotify attribute, the Receiver shall identify the latest notification with the same subscription reference while storing the notifications locally. When the receiver as an transit CSE needs to send the pending notifications, it shall send the latest notification.

[10.2.12.b] Editor’s Note: How the latestNotify is carried in the notification is FFS.
The notificationDeliveryPriority policy indicates how to prioritise sending of notifications when notifications need to be sent. A notification with the higher priority indicated by the notificationDeliveryPriority attribute shall be sent before notifications with the lower priority. In order not to constantly defer notifications with the lower priority; expiration time of the notification needs to be taken into account. In case the connectivity is lost and the notification priority exceeds the notificationThreshold attribute in the <CSEBase> resource, then if the loss of connectivity is due to the Originator’s schedule then the schedule will be over-ridden and that notification shall be sent immediately.

The notificationEventCat policy indicates an Event Category of the subscription that will be included in the notification request to be able for the Receiver to correctly handle the notification. When the notificationEventCat policy is not configured by the subscriber, it shall be determined as a default value by the CMDH policy.
Table 10.2.12-1:  Notification Procedure

	Description

	Call Flow Type
	NOTIFY

	Pre-Conditions 
	Notification is triggered regarding subscription information in a <subscription> resource

	Information on Request message
	fr: ID of the Originator

to: notificaitonURI specified in <subscription> resource

cn: 

· notification data that represents the modified content of subscribed-to resource may be included
· subscription reference (i.e., URI of the corresponding <subscription> resource) that generates this notification shall be included
· changed resource status shall be included when resourceStatus filter criteria condition is configured
· monitored operation shall be included when operationMonitor filter criteria condition is configured

	Information on Response message
	No change from the basic procedure

	Post-Conditions 
	None

	Exceptions
	None


-----------------------End of change 1-------------------------------------------
-----------------------Start of change 2-------------------------------------------
9.6.3
Resource Type CSEBase

A <CSEBase> resource shall represent a CSE. This <CSEBase> resource shall be the root for all the resources that are residing on the CSE.
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Figure 9.6.3-1: Structure of <CSEBase> resource 


[9.6.3.a0] Editor's Note; The picture above needs to be updated as per the new structure of CSEBase resource. 

The <CSEBase> resource shall contain the child resources in Table 9.6.3-1.

Table 9.6.3-1: Child resources of <CSEBase> resource

	Child Resource Name of <CSEBase>
	Child Resource Type
	Multiplicity
	Description

	[variable]
	<remoteCSE>
	0..n
	See clause 9.6.4

	[variable]
	<node>
	0..n
	See clause 9.6.18

	[variable]
	<AE>
	0..n
	See clause 9.6.5

	[variable]
	<container>
	0..n
	See clause 9.6.6

	[variable]
	<group>
	0..n
	See clause 9.6.13

	[variable]
	<accessControlPolicy>
	0..n
	See clause 9.6.2

	[variable]
	<subscription>
	0..n
	See clause 9.6.8

	[variable]
	<mgmtCmd>
	0..n
	See clause 9.6.16

	[variable]
	<locationPolicy>
	0..n
	See clause 9.6.10

	[variable]
	<statsConfig>
	0..n
	See clause 9.6.22

	[variable]
	<statsCollect>
	0..n
	See clause 9.6.24


The <CSEBase> resource shall contain the attributes described in Table 9.6.3-2.

Table 9.6.3-2: Attributes of <CSEBase> resource
	Attribute Name of <CSEBase>
	Multiplicity
	RW/

RO/

WO
	Description

	resourceType
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	creationTime
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	lastModifiedTime
	1
	RO
	See clause 9.6.1 where this common attribute is described.

	accessControlPolicyIDs
	0..1
	RW
	See clause 9.6.1 where this common attribute is described.

	labels
	0..1
	RW
	See clause 9.6.1 where this common attribute is described.

	cseType
	1
	WO
	Indicates the type of CSE node represented by the created resource.

	CSE-ID
	1
	WO
	The globally unique CSE identifier.

	supportedResourceType
	1
	RO
	List of the resource types which are supported in CSE. this attribute contains subset of resource types listed in clause 9.2

	pointOfAccess
	0..n
	RW
	Represents the list of physical addresses to be used by remote CSEs to connect to this CSE (e.g., IP address, FQDN). This attribute is used to announce its value to remote CSEs.

	nodeLink
	0..1
	RO
	A reference (URI) of a <node> resource that stores the node specific information. 

	Trigger-Recipient-ID
	0..1
	RW
	See clause 7.1.10 where this attribute is described.

	notificationCongestionPolicy
	0..1
	RO
	This attribute applies to CSEs generating subscription notifications. It specifies the rule which is applied when the storage of notifications for each subscriber (an AE or CSE) reaches the maximum storage limit for notifications for that subscriber. E.g., Delete stored notifications of lower notificationStoragePriority to make space for new notifications of higher notificationStoragePriority, or delete stored notifications of older creationTime to make space for new notifications when all notifications are of the same notificationStoragePriority.

	notificationThreshold
	0..1
	RW
	Indicates the threshold for the priority-based notification procedure of a <subscription> resource. E.g., a notification with higher notificationDeliveryPriority than notificationThreshold is preferentially sent. 


-----------------------End of change 2-------------------------------------------
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