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5
Architecture Model

5.1
Introduction
The architecture model followed in the present document is based on the architecture model in Annex F of TS-001 [2] that describes how interworking between CSEs and non-oneM2M solutions and protocol using specialized Interworking  Proxy application Entities (IPE). The present document descibes the LWM2M IPE that supports the following scenarios:
[image: image1] 

Figure 5.1-1 - LWM2M Interworking Scenarios

In the scenarios depicted in Figure 5.1-1, the Hybrid and LWM2M Applications represent applications that implement the LWM2M Client role defined in the LWM2M Protocol [3].
5.2
Reference Model
The LWM2M Interworking reference model utilizes the Functional Architecture’s reference model in TS-0001 [2]; augmenting the TS-0001 reference model with capabilities provided by the LWM2M IPE.


[image: image2]
Figure 5.2-1 - LWM2M Reference Model

Note: The AE in the reference model could be registered with the same CSE as the LWM2M IPE.
5.3
Types of Interworkings
LWM2M IPEs provide the following types of interworkings:

1) Interworking using the <containter> resource for transparent transport of encoded LWM2M Objects that are available to AEs as depicted in Figure 5.3-1.

2) Interworking with full mapping of the semantics of LWM2M Objects to semantically enabled resources that are available to AEs as depicted in Figure 5.3.-2.

3) While depicted outside the hosting CSE, the <container> resources are hosted a CSE (e.g., CSE1)
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Figure 5.3-1 - LWM2M Transparent Transport Interworking
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Figure 5.3-2 - LWM2M Semantic Interworking

5.4
Composition of the Interworking Proxy Entity
The LWM2M IPE participation in the LWM2M Protocol as described in clause 5 does so in the role of a LWM2M Server to which LWM2M Applications (LWM2M Clients) interact. For each LWM2M Client (Endpoint) that is maintained by the LWM2M Server in the LWM2M IPE, the LWM2M IPE shall instantiate and maintain an instance of a Resource of type <AE>.
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Figure 5.4-1 - LWM2M IPE Architecture

6
Architecture Aspects

6.1
Introduction

The LWM2M IPE participation in the LWM2M Protocol as described in clause 5 does so in the role of a LWM2M Server to which LWM2M Applications (LWM2M Clients) interact. As a LWM2M Server, the IPE provides the following Architecture Aspects based on the LWM2M Protocol Aspects described in Annex A.2:

LWM2M Device and Endpoint Lifecycle (Client Registration)

LWM2M Object Discovery (Client Registration, Device Management and Service Enablement)

LWM2M Object Transport and Interworking (Device Management and Service Enablement)

LWM2M Object Subscription and Notification (Information Reporting)

LWM2M Object Security (Device Management and Service Enablement)

LWM2M Client Pre-provisioning (Bootstrap)

LWM2M Interworking Proxy Entity Administration

6.2
LWM2M Device and Endpoint Lifecycle

6.2.1
Introduction
As the LWM2M IPE discovers LWM2M Endpoints when the LWM2M IPE interacts with the LWM2M Client over the LWM2M protocol’s Bootstrap and Client Registration interfaces, the LWM2M IPE shall maintain the associated resources in the CSE that represents the LWM2M Device and Endpoint.

6.2.2
LWM2M Device and Endpoint Resource Respresentation

6.2.2.1
Introduction
As discussed in clause 5.4, each LWM2M Endpoint is maintained by the LWM2M IPE, the LWM2M IPE maintains a M2M Application. As such, the CSE that hosts the M2M Application shall represent the LWM2M Endpoint as a <AE> resource (LWM2M Endpoint <AE> resource).  The LWM2M Device that host the LWM2M Endpoint shall be represented as a <node> resource. 

Editor’s Note: The wording in the first sentence of this clause needed to be editted.

6.2.2.2
LWM2M Device and Endpoint Resource Identification

LWM2M Endpoints are identified by their Endpoint Client Name described in section 6.2.1 of the LWM2M Technical Specification [3]. The Endpoint Client Name URN without the “urn:” sequence is used as the AE-ID of the associated <AE> resource that represents the LWM2M Client.

In most deployment scenarios, LWM2M Devices host one (1) LWM2M Endpoint. In this scenario the LWM2M Device’s <node> resource’s M2M-Node-ID should be the same as the LWM2M Endpoint Client Name URN without the “urn:” sequence. When a LWM2M Device host’s more than one (>1) LWM2M Endpoint, the determination of the <node> resource’s M2M-Node-ID  is implementation specific. In all deployment scenarios, the <AE> resource is linked with the <node> resource as described in TS-001 [2].

As the LWM2M Endpoint is represented as an <AE>  resource and a LWM2M Object is represented as a <container> resource in the M2M Service Layer, a reference shall be made between the <AE> resource that represents the LWM2M Endpoint and the <container> resources which represent the list of LWM2M Objects and Object Instances available in that LWM2M Client. 

In addition. the <AE> resource uses the Hierachical and Non-Hierachical mechanisms for Resource Addressing as defined in clause 9.3.1 of TS-001 [2] where the resourceName attribute of the <container> resource shall be a Endpoint Client Name URN without the “urn:” sequence. 
6.2.2.3
LWM2M Endpoint Lifecycle

LWM2M Endpoint’s are discovered when the LWM2M Client is successfully registers with the LWM2M Server using the LWM2M Register operation. In addition to the LWM2M Register operation, the LWM2M Client can periodically refresh the LWM2M Client’s registration with the LWM2M IPE using the LWM2M Update operation. Finally a LWM2M Client  can deregister when the LWM2M Client issues a De-register operation to the LWM2M IPE or the LWM2M Client’s registration lifetime expires.

The LWM2M Client Registration interface’s operations and the registration lifetime expiration event maps to the following operations on the <AE>  and <node> resources:

	LWM2M Operation

Client Registration Interface
	oneM2M Resource and Operation

	Register
	create <AE>, create <Node>

	Update
	update <AE>, update <Node>

	De-register
	delete <AE>, delete <Node>




Table 6.2.2.3-1 LWM2M Endpoint Lifecycle Translation – Client Registration Interface

	LWM2M Server Events
	oneM2M Resource and Operation

	client lifetime expiration
	delete <AE>, delete <Node>, delete <containers> associated with the <AE> resource.




Table 6.2.2.3-2 LWM2M Endpoint Lifecycle Translation – LWM2M Server Events

	LWM2M Attributes

Client Registration Interface
	oneM2M Resource Attribute

	Endpoint Client Name
	<AE>: AE-ID, resourceName

<Node>: M2M-Node-ID when the Device only supports one Endpoint; resourceName

	Lifetime
	<AE>, <Node>: expirationTime

	LWM2M Version
	<AE>, <Node>: labels. Value is “LWM2M Client: ”appended with the value of the LWM2M Version.



	Binding Mode
	Not Applicable

	SMS Number
	Not Applicable


Table 6.2.2.3-3 LWM2M Endpoint Lifecycle Attribute Translation 

	LWM2M Errors

Client Registration Interface
	oneM2M Resource Operation Response

	Register

2.01 Created:

4.00 Bad Request

4.03 Forbidden 
	create <AE>, create <Node>

2001 Created

All other codes

4105 Conflict

	Update

2.04 Changed

4.00 Bad Request

4.04 Not Found
	update <AE>, update <Node>

2004 Changed

All other codes

4000 Not Found

	De-register

2.02 Deleted

4.04 Not Found
	delete <AE>, delete <Node>

2002 Deleted

4004 Not Found


Table 6.2.2.3-4 LWM2M Endpoint Lifecycle Response Code Translation 

6.2.2.4
Configuration of CMDH Policies

In the present document, the CMDH Policies associated with the <Node> resource for the AE is implementation specific.

6.2.2.5
Registering a Registered LWM2M Endpoint

In the scenario where a LWM2M Client issues a Register operation for an AE that is already created, the LWM2M IPE shall treat the operation as if the LWM2M Client requested a De-Register prior this Register operation. The procedure for the LWM2M Server is defined in section 5.2.1 of the LWM2M Technical Specification [3].

Editors note: This section needs clarity of the procedure with respect to what is done in the oneM2M System.

6.3
LWM2M Object Discovery

6.3.1
Introduction
The LWM2M Client uses the Registration Interface to  provide the properties required by the LWM2M Server of the IPE  to contact the LWM2M  Client (e.g., Endpoint Name) and to maintain the session between these two LWM2M entities (e.g., Lifetime, Queue Mode).In addition, the LWM2M  Client also provides  the  knowledge of the supported Objects and existing Object Instances across the Registration Interface. 

The LWM2M IPE uses the information exchange across this interface to synchronize which LWM2M Objects supported by the LWM2M Endpoint and what is defined in the hosting CSE for the M2M Application  representing the LWM2M Endpoint. This clause specifies how discovered LWM2M Objects identifiers are translated to discoverable CSE <container> resource’s along with the associated linkages to other resources.

6.3.2
LWM2M Object Identifier Representation

6.3.2.1
Introduction
Through the Registration Interface,  the LWM2M  Client provides the list of supported LWM2M Objects and existing LWM2M Object Instances. Each element of the list is described  by its path, which can be the path of an Object or an Object Instance.

For example the LWM2M Client could provide the following list of paths: </1/0>, </1/1>, </2/0>, </2/1>, </3/0>, </4/0>, </5> . This list of paths is a valid list of LWM2M Objects and LWM2M Object Instances in the CoRE Link Format [RFC6690], specifiying that LWM2M Objects with OMNA Identifiers 1, 2, 3,4, and 5 are supported. The respective OMNA references are  : urn:oma:lwm2m:oma:1,  urn:oma:lwm2m:oma:2, urn:oma:lwm2m:oma:3, urn:oma:lwm2m:oma:4, urn:oma:lwm2m:oma:5. 

Additionaly, information is provided that LWM2M Object 1 (Server Object) and LWM2M Object 2 (Access Control Object) have 2 instances (Instance Identifiers 0 and 1); LWM2M Object 3 (Device Object) and LWM2M Object 4 (Connectivity Monitoring Object) have 1 instance each (0); LWM2M Object 5 is supported but no instance has been created yet for that LWM2M Object.

Optionally other information can be carried by that list as the capability for all the Objects in the LWM2M Client to support :

· an alternate root path (default root path is ‘/’), 

· a specific Content-Format (e.g. LWM2M JSON  Content-Format)
For discovery of LWM2M Objects by M2M Applications, the properties carried by LWM2M Objects list  (i.e. Objects and LWM2M Object Instances Identifiers, optional alternate rootpath, supported Content-Format) shall be translated into the labels attribute of the <container> resource as separate entries with the following format:

LWM2MRT:Resource Type

LWM2MPTH:Resource Root Path (for LWM2M default rootpath is “/”)

LWM2MURI:Resource Path Object Identifier and Instance Identifier

LMM2MCT : Supported Content Format (LWM2M default Supported  ContentFormat is LWM2M  TLV other can be LWM2M JSON) 

For example if the LWM2M Endpoint provided the following LWM2M Objects as part of the Client Registration Interface: </lwm2m>;rt="oma.lwm2m";ct=LWM2M+JSON,</1/0> would translate into a <container> resource with the following entries in the labels attribute: LWM2MRT:urn:oma:lwm2m:oma:1 LWM2MPTH:”/lwm2m” LWM2MURI: ”/1/0” LMM2MCT=LWM2M+JSON

The CoAP Resource Type may also be used as the semantic ontology of the <container> resource by inserting this value in the ontologyRef attribute of the <container> resource. 

6.3.2.2
LWM2M Object Resource Identification

LWM2M Object Resources are identified by their URI within the context of the LWM2M Endpoint described in section 6.2.1 of the LWM2M Technical Specification [3]. 

As the LWM2M Endpoint is represented as an <AE>  resource and a LWM2M Object is represented as a <container> resource in the M2M Service Layer, a reference shall be made between the <AE> resource that represents the LWM2M Endpoint and the <container> resources which represent the list of LWM2M Objects and Object Instances available in the LWM2M Client. 
In addition <container> resource that represents the LWM2M Object or LWM2M Object Instance uses the Hierachical and Non-Hierachical mechanisms for Resource Addressing as defined in clause 9.3.1 of TS-001 [2] where the resourceName attribute of the <container> resource shall be the value of the  the LWM2MURI.

For example if the LWM2MURI is “/1/0 and the LWM2MPTH is “/”  then the resourceName attribute of the <container> resource could be “/1/0”.

Editors Note: The syntax of the resourceName should be FFS..

6.3.2.3
LWM2M Object Lifecycle

LWM2M Endpoint’s are discovered when the LWM2M Client is successfully registers with the LWM2M Server using the LWM2M Register operation. In addition to the LWM2M Register operation, the LWM2M Client can periodically refresh the LWM2M Client’s registration with the LWM2M IPE using the LWM2M Update operation. Finally a LWM2M Client  can deregister when the LWM2M Client issues a De-register operation to the LWM2M IPE or the LWM2M Client’s registration lifetime expires.

The LWM2M Client Registration interface’s operations and the registration lifetime expiration event maps to the following operations on the <container> resource:

	LWM2M Operation

Client Registration Interface
	oneM2M Resource and Operation

	Register
	create <container>

	Update
	update <container>, delete <container>

	De-register
	delete <container>




Table 6.3.2.3-1 LWM2M Object Lifecycle Translation – Client Registration Interface

	LWM2M Server Events
	oneM2M Resource and Operation

	client lifetime expiration
	delete <container>




Table 6.3.2.3-2 LWM2M Object Lifecycle Translation – LWM2M Server Events

	LWM2M Attributes

Client Registration Interface
	oneM2M Resource Attribute

	Endpoint Client Name
	Not Applicable

	Resource Links
	<container> resourceName

	Lifetime
	<container> expirationTime

	LWM2M Version
	Not Appliable



	Binding Mode
	Not Applicable

	SMS Number
	Not Applicable


Table 6.3.2.3-3 LWM2M Object Lifecycle Attribute Translation 

	LWM2M Errors

Client Registration Interface
	oneM2M Resource Operation Response

	Register

2.01 Created:

4.00 Bad Request

4.03 Forbidden 
	create <container>

2001 Created

All other codes

4105 Conflict

	Update

2.04 Changed

4.00 Bad Request

4.04 Not Found
	update <container>

2004 Changed

All other codes

4000 Not Found

	De-register

2.02 Deleted

4.04 Not Found
	delete <container>

2002 Deleted

4004 Not Found


Table 6.2.2.3-4 LWM2M Object Lifecycle Response Code Translation 

6.4
LWM2M Object Transport and Interworking

6.4.1
Introduction

<TBD>
6.5
LWM2M Object Subscription and Notification
6.5.1
Introduction

The LWM2M Client uses the Information Reporting Interface to  provide the capabilities for a LWM2M Server to subscribe to changes to the LWM2M Objects, LWM2M Object instances and the associated LWM2M Object’s resources. Likewise the LWM2M Client uses the Information Reporting Interface to notify subscribed LWM2M Server’s when the LWM2M Object, LWM2M Object instance and/or LWM2M Object’s resources change and to cancel the subscription on LWM2M Objects, LWM2M Object instances and the associated LWM2M Object’s resources.

The LWM2M Client uses the Device Management & Service Enablement Interface to set the notification criteria for a subscription.

The oneM2M Subscription capabilities permit subscription changes to an oneM2M resource’s attributes and its direct child resources. Likewise, the oneM2M Notification capabilities include a rich set of criteria for when a subscribed-to oneM2M resource is notified of a change. 

Editor’s note: Make this paragraph LWM2M Server centric.

6.5.2
LWM2M Subscription Procedure
The LWM2M IPE interworks the oneM2M resource’s <subscription> child resource with the  corresponding LWM2M Object using the oneM2M <subscription> resource’s attributes and the corresponding LWM2M Object resource’s Notification class Attributes.

Note: Each LWM2M Object resource has an associated set of  Notification class Attributes that are used for defining the applicable subscription and notification criteria. 

When the LWM2M IPE creates a oneM2M <container> resource, the LWM2M IPE creates a subscription on the <container> resource to be notified whenever the oneM2M resource’s subscription attribute is changed by setting the <subscription> resource’s attributes as follows:

	Attributes of <subscription>
	Description

	accessControlPolicyIDs
	Link a <accessControlPolicy> resource with the privileges: 

accessControlOriginator originatorID set to the LWM2M IPE AE’s AE-ID

accessControlOperations: Set to RETRIEVE, CREATE, UPDATE, DELETE, DISCOVER, NOTIFY



	pendingNotification
	Set to "sendLatest" 

	latestNotify
	Set to "latest".

	notificationContentType
	Set to “resource”

	<schedule>
	Set to immediate notification


Table 6.5.2-1 LWM2M Subscription Procedure – <subscription> resource
Whenever another AE or CSE creates or deletes a subscription to the <container> resource, the LWM2M IPE is notified of the change and performs the following steps:

Step 001: Find the associated LWM2M Object or Object Instance for notification’s subscriptionReference.
Step 002: If the oneM2M notification indicates a subscription deletion
Step 002a: If the associated LWM2M Object or Object Instance has an outstanding Observation request from the LWM2M IPE then issue the LWM2M Cancel Observation operation.
Step 003: If the oneM2M notification indicates a subscription creation

Step 003a: If the associated LWM2M Object or Object Instance does not have an outstanding Observation request from the LWM2M IPE then:

Step 003a001: Retrieve the Parent resource of the <subscription> resource from the notification’s subscriptionReference

Step 003a002: Determine the LWM2M Notification class Attributes to set from the set of subscriptions of the Parent resource using the <schedule> resource associated with each of the Parent resource’s subscriptions.

Step 003a003: Issue the LWM2M Observe operation with the LWM2M Notification class Attributes. 

General Exceptions: The processing for recovery of a failed LWM2M Cancel Observation or Observation operation is vendor specific.

	LWM2M Operation

Information Reporting Interface
	oneM2M Resource and Operation

	Observe
	NOTIFY (m2m:notification subscriptionDeletion=false)

	Cancel Observation
	NOTIFY (m2m:notification subscriptionDeletion=true)


Table 6.5.2-2 LWM2M Subscription Procedure – Information Reporting Interface
	LWM2M Operation

DM and SE Interface
Notification class Attributes
	oneM2M <subscription> Attribute

	Minimum Period
	<schedule> resource

	Maximum Period
	<schedule> resource

	Greater Than
	Not Applicable

	Less Than
	Not Applicable

	Step
	Not Applicable


Table 6.5.2-3 LWM2M Subscription Procedure Attribute Translation
------------------------ end of text addition 4 ----------------
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� LWM2M+JSON is an entry (numerical ID)  in  the CoAP Content-Format Registry representing the media-type “application/vnd.oma.lwm2m+json” used in LWM2M TS 1.0 enabler  and currently engaged in the  IANA registration process. 
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