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Introduction
According to the discussion we had in contribution ARC-2015-2051-communication_method, it is suggested to allow return part of the result in the response and keep an entrance to the other result. This is very useful in requests that is forseen to have a relatively large result or takes uncertain waiting time for the result. 
In a group operation procedure, there may be thousands of members including members from nested groups. If the Group Hosting CSE shall not respond until all the responses from the members are received, it will take almost forever to wait for the group response in most of the cases because there will always be some members not available.
-----------------------Start of change 2-------------------------------------------

10.2.7.7
Create <fanOutPoint>
This procedure shall be used for creating the content of all members resources belonging to an existing <group> resource.

Table 10.2.7.7-1: <fanOutPoint> CREATE
	<fanOutPoint> CREATE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <fanOutPoint> virtual resource

Content: The representation of the resource the Originator intends to create

Group Request Identifier: The group request identifier
Response Type: If the parameter is set to BlockingRequestSynch, it indicates that the group hosting CSE shall respond the aggregated response once. Otherwise if the parameter is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, it indicates that the Group Hosting CSE shall respond the aggregated response in a batched mode.
Result Expiration Time: Indicates the time that before this time, Group Hosting CSE shall respond with the aggregated response.
Result Persistence: Indicates that after the responding of the aggregated response, the time period that the Group Hosting CSE will still aggregating the member responses that have not received.

	Processing at Originator before sending Request
	The Originator shall request to create the resource that have the same content in all members resources belonging to an existing <group> resource by using a CREATE operation. The Request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> address in order to create the resources that have the same content  under the corresponding child resources represented by the relative address with respect to all members resources. The Originator may be an AE or CSE

	Processing at Group Hosting CSE
	For the CREATE procedure, the Group Hosting CSE shall:

· Check if the Originator has WRITE permission in the <accessControlPolicy> resource referenced by the members AccessControlPolicyIDs in the <group> resource. In the case members membersAccessControlPolicyIDs is not provided the access control policy defined for the <group> resource shall be used

· Upon successful validation, obtain the IDs of all members resources from the attribute membersIDs of the addressed <group> resource

· Generate fan out requests addressing the obtained address (appended with the relative address if any) to the member hosting CSEs as indicated in figure 10.2.2.6-1.The From parameter in the request is set to ID of the Originator from the request from the original Originator
· In the case that a member resource is a <group> resource and the request to be fanned out does not contain a group request identifier already, generate a unique group request identifier, include the group request identifier in all the requests to be fanned out and locally store the group request identifier

· If the group Hosting CSE determines that multiple members resources belong to one CSE according to the IDs of the members resources, it may converge the requests accordingly before sending out. This may be accomplished by the group Hosting CSE creating a <group> resource on the members Hosting CSE to collect all the members on that members Hosting CSE

· After receiving the responses from the members hosting CSEs, respond to the Originator with the aggregated results and the associated members list. If the Response Type is set to BlockingRequestSynch, before the Result Expiration Time reaches, the Group Hosting CSE shall respond with the aggregated responses and discard the member responses received after. If the Response Type is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, before the Result Expiration Time reaches, the Group Hosting CSE shall prepare the operationResult of the <request> resource or respond by notifying with the aggregated response. Then within the time period of Result Persistence, the Group Hosting CSE shall keep aggregating and respond back with the other member responses by updating the operationResult or notifying.

	Processing at Member Hosting CSE
	For the CREATE procedure, the Member Hosting CSE shall:

· Check if the request has a group request identifier. Check if the group request identifier is contained in the requested identifiers stored locally. If match is found, ignore the current request and respond an error. If no match is found, locally store the group request identifier

· Check if the original Originator has the CREATE permission on the addressed resource. Upon successful validation, perform the create procedures for the corresponding type of addressed resource as described in other sub-clauses of clause 10.2

· Send the corresponding response to the Group Hosting CSE

	Information in Response message
	Converged responses from members hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	· Same request with identical group request identifier received

· Originator does not have the CREATE permission to access the <fanOutPoint> resource


10.2.7.8
Retrieve <fanOutPoint>
This procedure shall be used for retrieving the content of all member resources belonging to an existing <group> resource.

Table 10.2.7.8-1: <fanOutPoint> RETRIEVE
	<fanOutPoint> RETRIEVE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <fanOutPoint> virtual resource

Content: The representation of the resource the Originator intends to retrieve

Group Request Identifier: The group request identifier
Response Type: If the parameter is set to BlockingRequestSynch, it indicates that the group hosting CSE shall respond the aggregated response once. Otherwise if the parameter is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, it indicates that the Group Hosting CSE shall respond the aggregated response in a batched mode.

Result Expiration Time: Indicates the time that before this time, Group Hosting CSE shall respond with the aggregated response.

Result Persistence: Indicates that after the responding of the aggregated response, the time period that the Group Hosting CSE will still aggregating the member responses that have not received.

	Processing at Originator before sending Request
	The Originator shall request to obtain the resource or specific attributes of all member resources belonging to an existing <group> resource by using a RETRIEVE operation. The request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> address in order to retrieve the corresponding attributes or child resources represented by the relative address with respect to all members resources. The Originator may be an AE or CSE

	Processing at Group Hosting CSE
	For the RETRIEVE procedure, the Group Hosting CSE shall:

· Check if the Originator has RETRIEVE permission in the <accessControlPolicy> resource referenced by the membersAccessControlPolicyIDs in the addressed <group> resource. In the case membersAccessControlPolicyIDs is not provided, the access control policy defined for the group resource shall be used

· Upon successful validation, obtain the IDs of all members resources from the membersIDs attribute of the addressed <group> resource

· Generate fan out requests addressing the obtained address (appended with the relative address if any) to the members hosting CSEs as indicated in figure 10.2.2.6-1.The From parameter in the request is set to ID of the Originator from the request from the original Originator
· In the case that a member resource is a <group> resource, generate a unique group request identifier and the request to be fanned out does not contain a group request identifier already, include the group request identifier in all the requests to be fanned out and locally store the group request identifier

· If the group hosting CSE determines that multiple members resources belong to one CSE according to the IDs of the members resources, it may converge the requests accordingly before sending out. This may be accomplished by the group Hosting CSE creating a <group> resource on the members Hosting CSE to collect all the members on that members Hosting CSE

· After receiving the responses from the members hosting CSEs, respond to the Originator with the aggregated results and the associated member list. If the Response Type is set to BlockingRequestSynch, before the Result Expiration Time reaches, the Group Hosting CSE shall respond with the aggregated responses and discard the member responses received after. If the Response Type is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, before the Result Expiration Time reaches, the Group Hosting CSE shall prepare the operationResult of the <request> resource or respond by notifying with the aggregated response. Then within the time period of Result Persistence, the Group Hosting CSE shall keep aggregating and respond back with the other member responses by updating the operationResult or notifying.

	Processing at Member Hosting CSE
	For the RETRIEVE procedure, the Member Hosting CSE shall:

· Check if the request has a group request identifier. Check if the group request identifier is contained in the requested identifier stored locally. If match is found, ignore the current request and respond an error. If no match is found, locally store the request identifier

· Check if the original Originator has the RETRIEVE permission on the addressed resource. Upon successful validation, perform the retrieve procedures for the corresponding type of addressed resource as described in other sub-clauses of clause 10.2

· Send the corresponding response to the group Hosting CSE

	Information in Response message
	Converged responses from members hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	· Same request with identical group request identifier received

· Originator does not have RETRIEVE permission to access the <fanOutPoint> resource


10.2.7.9
Update <fanOutPoint>
This procedure shall be used for updating the content of all member resources belonging to an existing <group> resource.

Table 10.2.7.9-1: <fanOutPoint> UPDATE
	<fanOutPoint> UPDATE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <group> resource

Content: The representation of the resource the Originator intend to Update

Group Request Identifier: The group request identifier
Response Type: If the parameter is set to BlockingRequestSynch, it indicates that the group hosting CSE shall respond the aggregated response once. Otherwise if the parameter is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, it indicates that the Group Hosting CSE shall respond the aggregated response in a batched mode.

Result Expiration Time: Indicates the time that before this time, Group Hosting CSE shall respond with the aggregated response.

Result Persistence: Indicates that after the responding of the aggregated response, the time period that the Group Hosting CSE will still aggregating the member responses that have not received.

	Processing at Originator before sending Request
	The Originator shall request to update all member resources belonging to an existing <group> resource with the same data by using a UPDATE operation. The request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> in order to update the corresponding child resources represented by the relative address with respect to all <members> resources. The Originator may be an AE or CSE

	Processing at Group Hosting CSE
	For the UPDATE procedure, the Group Hosting CSE shall:

· Check if the Originator has UPDATE permission in the <accessControlPolicy> resource referenced by the membersAccessControlPolicyIDs in the group resource. In the case members membersAccessControlPolicyIDs is not provided the access control policy defined for the group resource shall be used

· Upon successful validation, obtain the IDs of all member resources from the attribute membersIDs of the addressed <group> resource

· Generate fan out requests addressing the obtained address (appended with the relative address if any) to the members hosting CSEs as indicated in figure 10.2.2.6-1.The From parameter in the request is set to ID of the Originator from the request from the original Originator
· In the case that a member resource is a <group> resource and the request to be fanned out does not contain a group request identifier already, generate a unique group request identifier, include it in all the requests to be fanned out and locally store the group request identifier

· If the group Hosting CSE determines that multiple members resources belong to one CSE according to the IDs of the member resources, it may converge the requests accordingly before sending out. This may be accomplished by the group Hosting CSE creating a <group> resource on the member Hosting CSE to collect all the members on that members Hosting CSE

· After receiving the responses from the member hosting CSEs, respond to the Originator with the aggregated results and the associated members list. If the Response Type is set to BlockingRequestSynch, before the Result Expiration Time reaches, the Group Hosting CSE shall respond with the aggregated responses and discard the member responses received after. If the Response Type is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, before the Result Expiration Time reaches, the Group Hosting CSE shall prepare the operationResult of the <request> resource or respond by notifying with the aggregated response. Then within the time period of Result Persistence, the Group Hosting CSE shall keep aggregating and respond back with the other member responses by updating the operationResult or notifying.

	Processing at Member Hosting CSE
	For the UPDATE procedure, the Member Hosting CSE shall:

· Check if the request has a group request identifier. Check if the request identifier is contained in the requested identifier stored locally. If match is found, ignore the current request and respond an error. If no match is found, locally store the request identifier

· Check if the original Originator has the UPDATE permission on the addressed resource. Upon successful validation, perform the update procedures for the corresponding type of addressed resource as described in other sub-clauses of clause 10.2

· Send the corresponding response to the group Hosting CSE

	Information in Response message
	Converged responses from members hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	· Same request with identical group request identifier received

· Originator does not have the UPDATE permissions to access the <fanOutPoint> resource


10.2.7.10
Delete <fanOutPoint>
This procedure shall be used for deleting the content of all members resources belonging to an existing <group> resource.

Table 10.2.7.10-1: <fanOutPoint> DELETE
	<fanOutPoint> DELETE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <fanOutPoint> virtual resource

Content: The representation of the resource the Originator intends to delete

Group Request Identifier: The group request identifier
Response Type: If the parameter is set to BlockingRequestSynch, it indicates that the group hosting CSE shall respond the aggregated response once. Otherwise if the parameter is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, it indicates that the Group Hosting CSE shall respond the aggregated response in a batched mode.

Result Expiration Time: Indicates the time that before this time, Group Hosting CSE shall respond with the aggregated response.

Result Persistence: Indicates that after the responding of the aggregated response, the time period that the Group Hosting CSE will still aggregating the member responses that have not received.

	Processing at Originator before sending Request
	The Originator shall request to delete all members resources belonging to an existing <group> resource by using a DELETE operation. The request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> in order to delete the corresponding child resources represented by the relative address with respect to all member resources. The Originator may be an AE or a CSE

	Processing at Group Hosting CSE
	For the DELETE procedure, the <group> Hosting CSE shall:

· Check if the Originator has DELETE permission in the <accessControlPolicy> resource referenced by the membersAccessControlPoliciIDs in the <group> resource. In the case membersAccessControlPolicyIDs is not provided the access control policy defined for the group resource shall be used

· Upon successful validation, obtain the IDs of all member resources from the attribute membersIDs of the addressed <group> resource

· Generate fan out requests addressing the obtained address (appended with the relative address if any) to the member hosting CSEs as indicated in figure 10.2.2.6-1. From parameter in the request is set to ID of the Originator from the request from the original Originator
· In the case that the members resources is a <group> resource and the request to be fanned out does not contain a group request identifier already, generate a unique group request identifier, include the group request identifier in all the requests to be fanned out and locally store the group request identifier

· If the <group> Hosting CSE determines that multiple members resources belong to one CSE according to the IDs of the members resources, it may converge the requests accordingly before sending out. This may be accomplished by the group Hosting CSE creating a <group> resource on the member Hosting CSE to collect all the members on that member Hosting CSE

· After receiving the responses from the members hosting CSEs, respond to the Originator with the aggregated results and the associated member list. If the Response Type is set to BlockingRequestSynch, before the Result Expiration Time reaches, the Group Hosting CSE shall respond with the aggregated responses and discard the member responses received after. If the Response Type is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, before the Result Expiration Time reaches, the Group Hosting CSE shall prepare the operationResult of the <request> resource or respond by notifying with the aggregated response. Then within the time period of Result Persistence, the Group Hosting CSE shall keep aggregating and respond back with the other member responses by updating the operationResult or notifying.

	Processing at Member Hosting CSE
	For the DELETE procedure, the Members Hosting CSE shall:

· Check if the request has a group request identifier. Check if the group request identifier is contained in the requested identifier stored locally. If match is found, ignore the current request and respond an error. If no match is found, locally store the group request identifier

· Check if the original Originator has the DELETE permission on the addressed resource. Upon successful validation, perform the delete procedures for the corresponding type of addressed resource as described in other sub-clauses of clause 10.2

· Send the corresponding response to the Group Hosting CSE

	Information in Response message
	Converged responses from members hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	· Same request with identical group request identifier received

· Originator does not have the DELETE permissions to access the <fanOutPoint> resource


-----------------------End of change 2---------------------------------------------

CHECK LIST

· Does this change request include an informative introduction containing the problem(s) being solved, and a summary list of proposals.?
· Does this CR contain changes related to only one particular issue/problem?
· Have any mirror crs been posted?
· Does this change request  make all the changes necessary to address the issue or problem?  E.g. A change impacting 5 tables should not only include a proposal to change only 3 tables. Includes any changes to references, definitions, and acronyms in the same deliverable?
· Does this change request follow the drafting rules?
· Are all pictures editable?
· Have you checked the spelling and grammar?
· Have you used change bars for all modifications?
· Does the change include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change? (Additions of complete sections need not show surrounding clauses as long as the proposed section number clearly shows where the new section is proposed to be located.)
· Are multiple changes in this CR clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.?
© 2015 oneM2M Partners
                                                                                                   Page 3 (of 11)



[image: image1.png]