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Introduction
1. Rationale

There has been several misunderstanding of “hop” terminology in oneM2M specifications. 

For example, AE1->CSE1->CSE2 communication was understood as two hop in TST working group long before. To avoid such confusion later, this CR proposes to have its definition in the definition section.
Hop definition in the Wikipedia is the number of intermediaries (e.g., layer 3 switch). In oneM2M, the intermediary is Transit CSE. This should be captured as the definition.

2. Proposed changes

Basically, move the “hop” description into definitions.

	8.2
Procedures for Accessing Resources

This clause describes the procedures for accessing the resources. The term "hop" in the descriptions here refers to the number of transit CSEs that forward a request from the Originator CSE to the Hosting CSE.


And then replace “hop” (lower case ‘H’) into “Hop” (upper case ‘H’) in the specifications. 

3. Further considerations

Similar changes should be done in other TSes that are using “hop”. This should be consulted with other WGs.
We may have this definition in ths TS-0011-Common_Terminology but that would be much general question to all WGs. Depending on the decision on where to put terminology definitions in TS-0011 in one place or individual TSes, this CR may target the TS-0011 in the end.

In R01: modified the definition of the Originator, which uses the term “hop” in different way as we defined in clause 8.2 (above). with this, there will be no mis-alignment in our terminology at least in our specifications. comparing to the “hop” usages outside oneM2M is different story/topic to discuss further. this CR aims to bring a minimum changes in our spec.
----------------------- Start of change 1 -----------------------
3.1
Definitions
For the purposes of the present document, the following terms and definitions apply:

access control attributes: set of parameters of the Originator, target resource, and environment against which there could be rules evaluated to control access
NOTE:
An example of Access Control Attributes of Originator is a role. Examples of Access Control Attributes of Environment are time, day and IP address. An example of Access Control Attributes of targeted resource is creation time.
access decision: authorization reached when an entity's Privileges, as well as other Access Control Attributes, are evaluated

application layer: comprises oneM2M Applications and related business and operational logic

attribute: stores information pertaining to the resource

NOTE:
An attribute has a name and a value. Only one attribute with a given name can belong to a given resource. For an attribute defined as having "multiplicity" greater than 1, the value of that attribute is a composite value, i.e. a list of different values.
child resource: sub-resource of another resource that is its parent resource

NOTE:
The parent resource contains references to the child resources(s).

common services layer: consists of oneM2M service functions that enable oneM2M Applications (e.g. management, discovery and policy enforcement)
common services function (CSF): informative architectural construct which conceptually groups together a number of sub-functions

NOTE:
Those sub-functions are implemented as normative resources and procedures. A set of CSFs is contained in the CSE.

execution environment: logical entity that represents an environment capable of running software modules
hosting CSE: CSE where the addressed resource is hosted
hop: the number of Transit CSEs that forward a request from the Originator to the Hosting CSE
M2M service provider domain: is the part of the M2M System that is associated with a specific M2M Service Provider

managed entity: may be either an M2M Device, M2M Gateway, or a device in the M2M Area Network or the M2M Application Layer or M2M Service Layer software components
management proxy: entity within the Device Management Architecture, in conjunction with the Management Client, that acts as an intermediary between the Management Server and the Proxy Management Client
network services layer: provides transport, connectivity and service functions

node: logical entity that is identifiable in the M2M System

non-oneM2M Node: A non-oneM2M Node is a node that does not contain oneM2M Entities
notifier: the Hosting CSE that initiates notifications to Notification Targets in the subscription/notification framework or in the non-blocking asynchoronous scheme.
notification target: is an AE or CSE that receives notifications from the Notifier.
NULL :  an empty string
originator: zero-Hop case, the Originator is the entity that sends a Request. For one or multi-Hop case, the Originator is the entity that sends the first Request in a sequence of requests

NOTE:
An Originator can either be an AE or a CSE.

proxy management client: entity within the Device Management Architecture that provides local management capabilities to a device in an M2M Area Network
receiver: is the entity that receives the Request

NOTE:
A Receiver can  a CSE or can be  and AE when notification is requested.
receiver CSE: is any CSE that receives a request

registree: is an AE or CSE that registers with another CSE
registrar CSE: CSE is the CSE where an Application or another CSE has registered

resource: is a uniquely addressable entity in oneM2M architecture

NOTE:
A resource is transferred and manipulated using CRUD operations. A resource can contain child resource(s) and attribute(s), which are also uniquely addressable.
service charging and accounting: set of functionalities within the M2M Service Layer that enable configuration of information collection and charging policies, collection of Charging Records based on the policies, and correlation of Charging Records to users of M2M common services

service charging record: formatted collection of information about a chargeable operation

service layer offline charging: mechanism where charging information does not affect, in real-time, the service rendered

service layer online charging: mechanism where charging information can affect, in real-time, the service rendered, including real time credit control
software package: is an entity that can be deployed on the Execution Environment
NOTE:
It can consist of entities such as software modules, configuration files, or other entities.

structured data: is data that either has a structure according to a specified Information Model or is otherwise organized in a defined manner

transit CSE: is any receiver CSE that is not a Hosting CSE
----------------------- End of change 1 -----------------------
----------------------- Start of change 2 -----------------------
8.2
Procedures for Accessing Resources

This clause describes the procedures for accessing the resources. 
All the descriptions and message flows in this clause are illustrative for the direction from a Registree acting as an Originator to a Registrar acting as a Receiver only. The flows from a Registrar CSE to a Registree CSE are symmetric with respect to the one described in this clause. Both the IN-CSE and MN-CSE have the ability to route a received request or response messages to one of their Registrees. If the Hosting CSE is not known by an MN-CSE that receives a request or response message, that MN-CSE shall forward the message to its own Registrar CSE by default.
----------------------- End of change 2 -----------------------
----------------------- Start of change 3 -----------------------
6.5.2.2
Actions of the Receiving CSE in the Originating Domain

The receiving CSE in the originating domain shall check if the addressed resource is locally available. If the addressed resource is not locally available, then the request shall be forwarded to the next Hop.

If the receiving CSE is on an IN, it shall check if the addressed resource is locally available within its domain.  If the addressed resource is not located within its own domain, then the IN shall perform a DNS lookup by using the target hostname provided in the RETRIEVE request. A successful DNS lookup shall return to the origin IN in the originating domain the IP address of the M2M IN residing in the target M2M SP domain.

Subsequently, the IN in the originating domain shall forward the request to the IN of the target domain.

----------------------- End of change 3 -----------------------
----------------------- Start of change 4 -----------------------
8.2.1.1
M2M Requests Routing Policies

CSEs can use policies to govern routing of M2M requests to the next Hop towards its target. Routing, through these policies, can be based, for example, on the target CSE, target M2M domain, specific types of resources if applicable, priority of a request, etc.

These policies are not defined in this release of the present document. It is the responsibility of M2M SP and the CSE administrator to ensure the appropriateness of these policies for routing purposes.
----------------------- End of change 4 -----------------------
----------------------- Start of change 5 -----------------------
9.6.11
Resource Type delivery
When a CSE is requested to initiate an operation (CRUDN) targeting resources on another CSE, then it needs to do scheduling and execution of delivery of data from the source CSE to the target CSE in line with the provisioned policies. It shall be in one of the following ways:

· Using delivery aggregation (Delivery Aggregation information set to ON); or
· Forwarding the original request as a separate request on the Mcc reference point without changes.

In order to be able to initiate and manage the execution of data delivery in a resource-based manner, resource type <delivery> is defined. This resource type shall be used for forwarding requests from one CSE to another CSE when the Delivery Aggregation parameter in the request is set to ON. If the Delivery Aggregation parameter is set to OFF, the original request shall be forwarded without change to the next CSE, i.e. without the use of <delivery> resource. If the Delivery Aggregation parameter is not present, the latter method shall be used.

Operations to Retrieve, Update or Delete a <delivery> resource shall allow authorized entities to inquire the status of a delivery, change delivery attributes or cancel a delivery.

As defined in clause 10.2.4, <delivery> resource can only be created by a CSE. A request for the creation of a <delivery> resource can only be issued to a registrar or registree CSE from a registree or registrar CSE with a direct registration relationship among each other (i.e. no transit CSE). <delivery> resource is deleted on successful delivery of the data in the aggregatedRequest attribute to the next Hop CSE.
The parent of a <delivery> resource is the <CSEBase> resource of the CSE that accepted the request for the creation of the <delivery> resource.
----------------------- End of change 5 -----------------------
----------------------- Start of change 6 -----------------------
10.2.5
Access to Remotely Hosted Resources via <delivery>
10.2.5.1
Introduction to usage of <delivery> resource type
In this introduction an example for delivering information from a source CSE to a target CSE via the use of the <delivery> resource is explained.

The information flow depicted in figure 10.2.5.1-1 defines the exchange of Requests/Responses for processing an original request targeting a resource that is not hosted on the Registrar CSE of the request Originator. The following assumptions hold:

· Originator is AE1.
· AE1 is registered with CSE1, i.e. CSE1 is the Registrar CSE for AE1.
· The original Request is an UPDATE to a remote resource hosted on CSE3, i.e. CSE3 is the Hosting CSE for the target resource.
· UPDATE options in the original Request are selected such that no feedback after completion of the update operation was requested, i.e. AE1 decided that it does not need to hear back from CSE3; this is expressed by setting the Result Content information to "nothing", see clause 8.1.2.
· Delivery related parameters included in the original UPDATE request (may be set via CMDH policies): Request Expiration Timestamp, Event Category, Delivery Aggregation and Result Persistence:
· Request Expiration Timestamp indicates how long the forwarding of the request can last.

· Event Category  indicates the event category that should be used by CMDH to handle this request.

· Result Persistence indicates how long after the request has expired, the local request context should still be available for retrieving status or result information.

· Delivery Aggregation would be set to ON indicating that <delivery> resource shall be used for forwarding the request.

· CSE1 is the CSE of an Application Service Node.

· CSE1 is registered with CSE2 and interacts with CSE2 via the reference point Mcc(1).

· CSE2 is the CSE of a Middle Node.
· CSE2 is registered with CSE3 and interacts with CSE3 via the reference point Mcc(2)

· CSE3 is the CSE of an Infrastructure Node.

The Originator AE1 shall get a confirmation from CSE1 when the original Request is accepted. The response informs AE1 that CSE1 has accepted the Request and has accepted responsibility to execute on the requested operation. Furthermore, AE1 has expressed by setting Result Conent to "nothing" that no result of the requested operation is expected to come back from CSE3. With the provided reference (Req-Ref in figure 10.2.5.1-1. AE1 can retrieve the status of the issued request at a later time, for instance to find out if the request was already forwarded to CSE2 or if it is still waiting for being forwarded on CSE1. Before accepting the request from AE1, CSE1 has also verified if the delivery related parameters expressed by AE1 (settings of Request Expiration Timestamp and Event Category) are in line with provisioned CMDH policies. AE1 may not be authorized to use certain values for Request Expiration Timestamp or Event Category.

In line with the delivery related parameters, CSE1 is generating a local <delivery> resource on CSE1 and attempts to forward the content of it in line with provisioned CMDH policies at a suitable time and via a suitable connection to CSE2 by requesting the creation of a <delivery> resource on CSE2. In this example case, the lifespan attribute of this delivery resource is set to the same value as the Request Expiration Timestamp parameter expressed by AE1. In general - i.e. also in cases where more than one original request is aggregated into a single create request for a <delivery> resource - the lifespan and eventCat attributes of the  created <delivery> resource shall be set consistent with the Request Expiration Timestamp and Event Category parameters in the set of original requests. See the attribute definitions in clause 9.6.11.

CSE1 shall use a blocking request for requesting creation of a <delivery> resource on CSE2.

When CSE2 has accepted the incoming request from CSE1, CSE1 may delete the data attribute of the local <delivery> resource. Furthermore - if the expiration time of the local <delivery> resource is not exhausted - the Registrar CSE shall update the status of the local <delivery> resource to indicate that it has been forwarded to CSE2. CSE1 shall also update the status of the original request to indicate that it has been forwarded and it may delete the data attribute of the original request.

When CSE2 has accepted the request to create a local <delivery> resource, it shall attempt to forward it to CSE3. In line with the delivery related parameters, CSE2 shall create a local <delivery> resource on CSE2 and shall attempt to forward it in line with provisioned CMDH policies at a suitable time and via a suitable connection to CSE3 by requesting the creation of a <delivery> resource on CSE3.

CSE2 shall use a blocking request for requesting creation of a <delivery> resource on CSE3.

When CSE3 has accepted the incoming request from CSE2, CSE2 may delete the data attribute of the local <delivery> resource. Furthermore - if the expiration time of the local <delivery> resource is not exhausted - the Registrar CSE shall update the status of the local <delivery> resource to indicate that it has been forwarded to CSE3.

When CSE3 has accepted the request to create a local <delivery> resource, it shall determine that the target of the delivery was CSE3 itself. Therefore it shall forward internally the original request contained in the data attribute of the <delivery> resource.

Within CSE3, functions that are responsible for checking and executing local access to resources in CSE3 will execute the originally requested UPDATE operation. If successful, the targeted resource will be updated with the content provided by the Originator.

Since in the depicted case no result needed to be sent back to the Originator, the processing for the requested operation is then completed.
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Figure 10.2.5.1-1: CMDH information flow for 2 Hops - 
no result needs to be returned after operation completes

----------------------- End of change 6 -----------------------
----------------------- Start of change 7 -----------------------
10.2.10.1.1
Create <locationPolicy>
This procedure shall be used for creating a <locationPolicy> resource.

Table 10.2.10.1.1-1: <locationPolicy> CREATE
	<locationPolicy> CREATE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: the address of the <CSEBase> resource

Content: The representation of the <locationPolicy> resource described in clause 9.6.10

	Processing at Originator before sending Request
	According to clause 10.1.1.1

	Processing at Receiver
	· Check whether the Originator is authorized to request the procedure

· Check whether the provided attributes of the <locationPolicy> resource represent a valid Request
· Upon successful validation of the above procedures, the Hosting CSE creates the <locationPolicy> resource and automatically creates <container> resource where the actual location information is/are stored and the resources shall contain cross-reference between the both resources: locationContainerID attribute for <locationPolicy> resource and locationID attribute for <container> resource
· Check the defined locationSource attribute to determine which method is used. The locationSource attribute shall be set based on the capabilities of a target M2M Node, the required location accuracy of the Originator and the Underlying Network in which a target M2M Node resides:
· For the Network-based case, the Hosting CSE shall transform the Request from the Originator into Location Server request following the attributes (e.g. locationTargetID, locationServer) defined in the <locationPolicy> resource. Additionally, the Hosting CSE shall also provide default values for other parameters (e.g. required quality of position) in the Location Server request [i.7] according to local policies. The request towards the Location Server crosses over the Mcn reference point. Then the Location Server in the Underlying Network performs positioning procedures, and returns the results over the Mcn reference point

· The specific mechanism used to communicate with the network Location Server depends on the capabilities of the Underlying Network and other factors. For example, it could be either the OMA Mobile Location Protocol [i.7] or OMA RESTful NetAPI for Terminal Location [i.8]
NOTE:
The details of the mechanisms are addressed in the oneM2M Core Protocol Specification [i.2].

· For the Device-based case, this case is applicable if the Originator is ASN-AE and the ASN has location determination capabilities (e.g. GPS). The Hosting CSE is capable of performing positioning procedure using the module or technologies. For example, if the ASN has a GPS module itself, the ASN-CSE obtains the location information of Node from the GPS module through internal interfaces (e.g. System call or JNI [i.20]). The detail procedure is out-of-scope
· For the Sharing-based case, this case shall be applicable if the Originator is an ADN-AE and the Hosting CSE is MN CSE and the ADN is a resource constrained node, no location determination capabilities (e.g. GPS) and Network-based positioning capabilities. Also according to the required location accuracy of the AE, the Originator may choose this case
When the Hosting CSE receives the CREATE request and if the Hosting CSE can find the closest Node that is registered with the Hosting CSE and has location information from the Originator in the M2M Area Network, the location information of the closest Node shall be stored as the location information of the Originator, or if the Hosting CSE cannot find any closest Node or has no topology information, the location information of the Node of the Hosting CSE (MN) shall be stored as the location information of the Originator. The closest Node can be determined by the minimum Hop based on the topology information stored in the <node> resource

	Information in Response message
	The representation of the created <locationPolicy> resource

	Processing at Originator after receiving Response
	According to clause 10.1.1.1

	Exceptions
	No change from the generic procedure


----------------------- End of change 7 -----------------------
----------------------- Start of change 8 -----------------------
Annex A (informative): Mapping of Requirements with CSFs

Table A-1 illustrates the mapping of the Requirements specified in TS-0002 [i.1] with the CSFs specified in the present document.

Table A-1: Mapping of Requirements to CSFs

	CSF Name
	Supported Sub-Functions
	Associated Requirements
	Notes

	Addressing and Identification

(AID)
	· Management of identifiers
	OSR-026 

OSR-023

OSR-024 

OSR-025
	Overlap w/:

DIS for OSR-023, OSR-024, and 

OSR-025

	Communication Management/Delivery Handling

(CMDH)
	· Providing communications with other CSE's, AE's, and NSE's
· Communications management: best effort
· Communications policy management
· Underlying Network connectivity management
· Communications management: data store and forward
· Ability to trigger off-line device
	OSR-001
OSR-002 
OSR-005 
OSR-006 
OSR-008 
OSR-009 
OSR-012 
OSR-013 
OSR-014 
OSR-015 
OSR-018 
OSR-019 
OSR-021 
OSR-027 
OSR-032 
OSR-035 
OSR-038 
OSR-039 
OSR-040 
OSR-048 
OSR-049 
OSR-050 
OSR-053 
OSR-062 
OSR-063 
OSR-064
OSR-065 
OSR-066 
OSR-067 
OSR-068
CRPR-001 
CRPR-002 
CRPR-003
MGR-016
	Overlap w/:

DMR for OSR-001, OSR-009, OSR-021, OSR-032

SSM for OSR-009

LOC for OSR-006

GMG for OSR-006

NSSE for OSR-006, OSR-027

SSM for OSR-009

	Data Management and Repository

(DMR)
	· Data storage and management
· Semantic support
· Data aggregation
· Data analytics
· Device data backup and recovery  
	OSR-001 
OSR-007
OSR-009 
OSR-016
OSR-020 
OSR-021 
OSR-032 
OSR-034 
OSR-036 
OSR-058
SMR-006
SER-015
	Overlap w/:

CMDH for OSR-001, OSR-009, OSR-021, OSR-032

SUB for OSR-016

GMG for OSR-020

	Device Management

(DMG)
	· Configuration Management
· Diagnostics and Monitoring
· Firmware management
· Software management
· Device Area Network topology management
	OSR-017
OSR-069
OSR-070
OSR-071
OPR-001 
OPR-002 
OPR-003
MGR-001 
MGR-003 
MGR-004 
MGR-006 
MGR-007 
MGR-008 
MGR-009 
MGR-011 
MGR-012 
MGR-013 
MGR-014 
MGR-015 
MGR-019 
MGR-020 
MGR-021
SER-013 
SER-014
	Overlaps w/:

GMG for OSR-017

SEC for SER-013

	Discovery

(DIS)
	· Discover resource
· Local discovery (within CSE)
· Directed remote discovery
	OSR-023 
OSR-024 
OSR-025 
OSR-059 
OSR-060 
OSR-061
MGR-002
SMR-004
	Overlaps w/:

AID for OSR-023, OSR-024, OSR-025

	Group Management

(GMG)


	· Management of a group and its membership
· CRUD
· Use Underlying Network group capabilities
· Bulk operations
· Access control
	OSR-006
OSR-017 
OSR-020 
OSR-029 
OSR-030 
OSR-031 
OSR-037 
OSR-047
MGR-005
	Overlaps w/:

CMDH for OSR-006

LOC for OSR-006

GMG for OSR-006

NSSE for OSR-006,

OSR-037

DMR for OSR-020

DMG for OSR-017

	Location

(LOC)
	· Location management
· Network-provided
· GPS-provided
· Confidentiality enforcement as it relates to location  
	OSR-006 
OSR-051 
OSR-052
SER-026
	

	Network Service Exposure /Service execution and triggering

(NSSE)
	· Access Underlying Network service
· Location
· Device triggering
· Small data
· Policy and charging
· Support multiple Underlying Network functions
	OSR-006 
OSR-011 
OSR-027 
OSR-037 
OSR-054 
OSR-055 
OSR-056
MGR-017 
MGR-018
OPR-004 
OPR-005 
OPR-006
	Overlaps w/:

CMDH for OSR-027

GMG for OSR-006,

OSR-037

LOC for OSR-006

	Registration (REG)
	· CSE registration
· Application registration
· Device registration
· ID correlation
	MGR-010
	Overlaps w/:

SEC

	Security (SEC)
	· Sensitive Data Handling
· Secure storage
· Secure execution
· Independent environments
· Security administration
· Pre-provisioning
· Dynamic bootstrap
· Network bootstrap
· Security association
· Link level
· Object level
· Authorization and access
· Identity protection
	SER-001
SER-002 
SER-003
SER-004 
SER-005
SER-006
SER-007
SER-008
SER-009
SER-010 
SER-011
SER-012
SER-013
SER-016
SER-017
SER-018
SER-019
SER-020 
SER-021 
SER-022
SER-023
SER-024
SER-025
MGR-010
	Overlap w/:

DMG for SER-013

REG for MGR-010

SSM for SER-007

	Service Charging and Accounting

(SCA)
	· Charging enablers
· Sending charging information to charging server
· Subscription-based charging
· Event-based charging
· Session-based charging
· Service-based charging
· Correlation with Underlying Network
· Charging management
· Offline charging
· Online charging
	CHG-001, 
CHG-002a, 
CHG-002b, 
CHG-003, 
CHG-004, 
CHG-005
	

	Service Session Management

(SSM)


	· Service Session Management (CSE to CSE, AE to CSE, and AE to AE)
· Session persistence over link outage
· Session context handling
· Assignment of session ID
· Session routing
· Multi-Hop session management
· Session policy management
	OSR-003 
OSR-004
OSR-009 
OSR-045
SER-007
	Overlap w/:

CMDH and DMR for

OSR-009 

SEC for SER-007

	Subscription/Notification Support

(SUB)
	· Subscribe (CSE, AE)
· Local
· Remote
· Subscription to a group
· Notification
· Synchronous
· Asynchronous
	OSR-010 
OSR-016 
OSR-033
	Overlaps w/:

DMR for OSR-016


----------------------- End of change 8 -----------------------
CHECK LIST

· Does this change request include an informative introduction containing the problem(s) being solved, and a summary list of proposals.?
· Does this CR contain changes related to only one particular issue/problem?
· Does this change request  make all the changes necessary to address the issue or problem?  E.g. A change impacting 5 tables should not only include a proposal to change only 3 tables. Includes any changes to references, definitions, and acronyms in the same deliverable?
· Does this change request follow the drafting rules?
· Are all pictures editable?
· Have you checked the spelling and grammar?
· Have you used change bars for all modifications?
· Does the change include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change? (Additions of complete sections need not show surrounding clauses as long as the proposed section number clearly shows where the new section is proposed to be located.)
· Are multiple changes in this CR clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.?
© 2015 oneM2M Partners
                                                                                                   Page 4 (of 14)



[image: image2.png]_1494316945.vsd
Mcc2


Mcc1


Request( op=U, to=/{CSE3}/{R-ID}, fr, cn, rqet, ec, rp, da )



