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1
Scope

This technical report describes:

· Technical comparison of oneM2M and OIC technologies

· Definition of an interworking architecture between oneM2M and OIC systems 

· Identification of architectural solutions to address interworking. These solutions will include the following aspects:

· Resource mapping definitions

· Possible solutions for mapping between different schemas for each detail functions.  

· Study developing test cases for interworking between oneM2M devices and OIC devices.

· Identification of possible impacts on existing oneM2M Technical Specifications as well as possible needs for new Technical Specifications

· Avoiding any overlaps with existing oneM2M work items..
2
References

2.1
Normative references
Not Applicable.
2.2
Informative references
[i.1]
oneM2M Drafting Rules  (http://member.onem2m.org/Static_pages/Others/Rules_Pages/oneM2M-Drafting-Rules-V1_0.doc)
[i.2] 
OIC Core Framework (http://openinterconnect.org/developer-resources/specs/ OIC_Core_Specification_Project_B_v0.9.9.pdf)

[i.3]
OIC Remote Access (http://openinterconnect.org/developer-resources/specs/ OIC_RemoteAccess_Specification_Project_B_v0.9.9.pdf)

[i.4]
XMPP Core (https://www.rfc-editor.org/rfc/rfc6120.txt )

[i.5]
ICE (https://www.rfc-editor.org/rfc/rfc5245.txt )

3
Definitions, symbols and abbreviations


3.1
Definitions


· 
· 
· 
For the purposes of the present document, the [following] terms and definitions apply:







Jabber ID : An Identifier/ username provided by the XMPP server to a User

OIC device : A logical entity which plays either OIC client or OIC server roles or both. OIC server hosts OIC resources and expose those for IoT service. OIC client accesses OIC server to manipulate OIC resources, i.e. monitoring & controlling
virtual OIC device : A representation of OIC device on IPE.
3.2
Symbols


For the purposes of the present document, the [following] symbols [given in ... and the following] apply:





3.3
Abbreviations



For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:





RAE – Remote Access Endpoint

JID – Jabber ID

For further list of abbreviations refer the OIC specifications [i.2] and [i.3]
4
Conventions, 

The key words “Shall”, ”Shall not”, “May”, ”Need not”, “Should”, ”Should not” in this document are to be interpreted as described in the oneM2M Drafting Rules [i.1]
5
Technical Comparison of oneM2M and OIC
This clause will include the introduction of OIC technology and  the comparison between OIC and oneM2M technology. 
5.1
Introduction to OIC technology
This clause describes the introduction to OIC as basic information for comparision between oneM2M and OIC. More details of OIC are described in [i.2]

5.1.1
Design Principle

The main objective of OIC is to create an interoperable framework for interaction between devices within the local network and the remote network. In OIC architecture, entities in the physical world for example bulbs are represented as resources with their unique URIs and supported interfaces that enable RESTful operations on these resources. OIC defines the notion of roles for devices. A device having Client role initiates a RESTful operation with a device having Server role which responds to the operation. The interaction between OIC Client and Server are depicted in the figure 5.1.1-1. 
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Figure 5.1.1-1: OIC Architectural Interaction
5.1.2
System Architecture


5.1.2.1
Network Architecture

The OIC System is a network of devices connected peer to peer or via an infrastructure device. Devices in an OIC network can play the role of an OIC Client or an OIC Server or both. Figure 5.1.2.1-1 represents an OIC network with peer to peer connected devices.
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Figure 5.1.2.1-1: OIC Network
5.1.2.2
Device Architecture (Functional Block Diagram)
OIC Device architecture encompasses the functionality required for OIC operations, Figure 5.1.2.2-1 below depicts the same. L2 connectivity includes various connectivity such as Wi-Fi, BT etc. The Network could be either IPv4 or IPv6 based. Transport uses either UDP or TCP. OIC framework provides the core functions needed by an OIC device for example discovery etc. The application profiles are specific to a domain of operation for example Smart Home.


[image: image4.emf]L2 Connectivity

Networking

Transport

OIC Framework

ID & Addressing

Discovery

Resource Model

Device 

Management

CRUDN

Security

Messaging

Application Profiles Smart Home Industrial


Figure 5.1.2.2-1: Functional Block Diagram
5.1.3
OIC Remote Access
5.1.3.1
Philosophy

OIC Remote Access is accomplished using XMPP and ICE standards. XMPP Clients in an OIC network interact with XMPP server hosted in the cloud. XMPP clients are configured with an address and account of the XMPP server. XMPP server maintains account information and account policies. The XMPP stanzas (messages) exchanged between XMPP server and XMPP Client includes OIC CoAP messages in its payload. The receiving end decodes it and retrieves the message. For Peer to Peer communication ICE standard is proposed which will be fully specified in later releases. 

5.1.3.2
Architecture

Figure 5.1.3.2-1 below shows the OIC Remote Access Architecture with one XMPP server.

[image: image5.emf]Home Network

XMPP  Server

RAE Client RAE Server

XMPP Connections


Figure 5.1.3.2-1: OIC Remote Access Architecture
RAE Server is an OIC Server with XMPP client functionality. RAE client is an OIC Client with XMPP client functionality. Figure 5.1.3.2-2 indicates a basic flow. 

a) A user account is created offline on the XMPP server. 

b) Both RAE Server and RAE client are provisioned with the details of XMPP server, JID and passphrase. 

c) RAE Server is authenticated with XMPP server and bound using the full JID

d) RAE Server updates its presence status and retrieves roster to keep track of the presence information of devices in its roster

e) RAE Client is also authenticated with XMPP server and bound using the full JID

f) RAE client updates its presence status and retrieves roster to keep track of the presence information of devices in its roster

g) Once the RAE Client knows RAE Server to communicate with it will establish an In-Band byte stream with it and exchange stanzas

h) These stanzas contain the information such as URL to OIC resource, method to invoke, and json payload for the request when needed
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Figure 5.1.3.2-2: Discovery flow in case of Remote Access

More details on OIC Remote Access are described in [i.3]
Sleeping devices are handled using Resource Directory. For details please refer to [i.2]
Editors Note: OIC Security details to be submitted in a separate contribution
5.2        Technical Comparison 
5.2.1
Introduction

This clause describes the technical comparison of oneM2M and OIC. Both oneM2M and OIC adopt ROA(Resource Oriented Architecture) design principles which expose their functionalities by means of  resoruces and manipulated with RESTful APIs. However, There are some points of comparison between oneM2M and OIC from the perspective of discovery model, communication model, and resource representation.
5.2.2
Discovery Model
Table 5.2.1-1 demonstrates the comparison between oneM2M and OIC with respect to discovery model.
Table 5.2.2-1 The Comparison of Discovery Model of oneM2M and OIC System
	
	oneM2M
	OIC

	Resource Discovery
	Resource discovery supported, which allows discovering of resources residing on a CSE.

Using the Filter Criteria parameter for discovery allows limiting the scope of the results. (e.g. resource types, creation time, maximum size and matching string)

The discovery message is sent over unicast  for a target CSE.
oneM2M supports resource announcement which means original resource can be announced to one or more remote CSEs, which facilitate resource discovery. 
	Resource discovery supported, which allows discovering of resources residing on OIC device.

OIC core resource, /oic/res maintains the list of its referenced resources that are discoverable on OIC device.

The discovery message may be sent multicast for multiple OIC devices (default) or unicast for a single OIC device.

	Peer Discovery
	Peer discovery not supported.

oneM2M basically needs to be pre-provisioned which means AE/CSE must know the peer IP address it will register to.
	Peer discovery supported.
OIC device sends CoAP multicast message over the IP network to discover peers. For HTTP, it use Multicast DNS(mDNS).


5.2.3
Communication Model
Table 5.2.3-1 demonstrates the comparison between oneM2M and OIC with respect to communication model.
Table 5.2.3-1 The Comparison of Communication Model of oneM2M and OIC System
	
	oneM2M
	OIC

	Registration Need
	Each entity in oneM2M must perform registration procedure which establishes a relationship between CSEs/AE allowing them to exchange information. 
Registree-Registrar relationship produces routing path when transferring messages.
	OIC does not have the concept of registration between OIC devices.



	Communication Flow
	Based on RESTful stateless request-response paradigm
Request message flow occurs from the Originator CSE to the Hosting CSE which generates Hop-by-Hop data delivery.

Blocking and non-Blocking mode supported
	Based on RESTful stateless request-response paradigm
OIC client and OIC server directly communicate without involvement of any other OIC entity.

OIC supports remote access (RA) which enables communication between OIC client and OIC server where each device is in a different network via connection broker server.


figure 5.2.3-1 and figure 5.2.3-2 illustrate message delivery in each oneM2M and OIC system and show comparison between oneM2M and OIC system communication model.
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Figure 5.2.3-1
oneM2M Reqeust-Response communication model (Multi-Hop)
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Figure 5.2.3-2 OIC Peer-to-Peer communication model 
5.2.4
Resource Representation
Table 5.2.4-1 demonstrates the comparison between oneM2M and OIC with respect to resource representation.
Table 5.2.4-1
The Comparison of Resource Representation of oneM2M and OIC System

	
	oneM2M
	OIC

	Functionality exposed by Resources
	oneM2M defines common M2M services which can be used for any vertical application service domains. 

oneM2M common services are exposed via oneM2M defined resource types which comprises of  <container>, <group>, <locationPolicy>, <subscription>, <request>, <delivery> etc.

Based on the device capability, oneM2M entity can be represented as CSE or AE.
oneM2M resource model provides common service layer level interoperability.
	OIC represents an entity of the physical world as a OIC device (e.g. temperature, an electric light or a home applicance) using resource model.

OIC device includes the base/core functionality and device specific functionality which is represented by OIC defined resource types.

OIC resource model provides application profile level interoperability among OIC Devices.

	Resource Structure
	Hierarchical resource structure
<CSEBase> represents the oneM2M CSE and is the the root for all the resources.

oneM2M resources have a parent-child relationships.
Each resource in oneM2M entity can be accessed via both structured (hierarchical) URI as well as un-structured (flat) URI.
	Flat resource structure

OIC device consists of core resource and device specific resource.

Core resource has pre-defined resource name which can be accessed via fixed URI

Device specific resource has variable resource name and represents device specific functionality (e.g. binary switch, brightness etc.)


Assuming a light bulb is modelled as a oneM2M device or an OIC device in each domain, Table 5.2.4-2 and 5.2.4-3 show examples of oneM2M and OIC resource representation respectively.
Table 5.2.4-2 oneM2M <AE> resource (XSD example)
	<xs:schema xmlns=http://www.w3.org/2001/XMLSchema targetNamespace="http://www.onem2m.org/xml/protocols"


xmlns:m2m=http://www.onem2m.org/xml/protocols xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"


elementFormDefault="unqualified" xmlns:xs="http://www.w3.org/2001/XMLSchema">


<xs:element name="AE">



<xs:complexType>




<xs:complexContent>





<!-- Inherit common attributes for announceable Resources -->





<xs:extension base="m2m:announceableResource">






<xs:sequence>







<!-- Resource Specific Attributes -->







<xs:element name="appName" type="xs:string" minOccurs="0" />







<xs:element name="App-ID" type="xs:string" />







<xs:element name="AE-ID" type="m2m:ID" />







<xs:element name="pointOfAccess" type="m2m:poaList" minOccurs="0" />







<xs:element name="ontologyRef" type="xs:anyURI" minOccurs="0" />







<xs:element name="nodeLink" type="xs:anyURI" minOccurs="0" />







<xs:element name="requestReachability" type="xs:boolean" />







<!-- Child Resources -->







<xs:choice minOccurs="0" maxOccurs="1">








<xs:element name="childResource" type="m2m:childResourceRef" minOccurs="1" maxOccurs="unbounded" />








<xs:choice minOccurs="1" maxOccurs="unbounded">









<xs:element ref="m2m:container" />









<xs:element ref="m2m:group" />









<xs:element ref="m2m:accessControlPolicy" />









<xs:element ref="m2m:subscription" />









<xs:element ref="m2m:pollingChannel" />









<xs:element ref="m2m:schedule" />
















</xs:choice>







</xs:choice>






</xs:sequence>





</xs:extension>




</xs:complexContent>



</xs:complexType>


</xs:element>

</xs:schema>


Table 5.2.4-3
OIC light device resource (JSON example)
	[{
  "di": "example_device_id",
  "links": [
    { "href": "/oic/d",
      "rt": "oic.d.light",
      "if": "oic.if.r",
      "rel": "hosts"},
    { "href": "/myLightSwitch",
      "rt": "oic.r.switch.binary",
      "if": "oic.if.a",
      "rel": "hosts"},
    { "href": "/myLightBrigtness",
      "rt": "oic.r.light.brightness",
      "if": "oic.if.a",
      "rel": "hosts"}
  ]
}]
{
  "n": "myRoomLightDevice",
  "rt": “oic.d.light",
  "if": "oic.if.r",
  “di": "example_device_id“, 
  "icv": "oic.1.5"
}

{  
  "n": MyRoomLightSwitch", 
  "rt": "oic.r.switch.binary",
  "if": "oic.if.a", 
  "id": "b.switch_TF38_3", 
  "value": "true" 
}
{
  "n": MyRoomLightBrightness", 
  "rt": "oic.r.light.brightness",
  "if": "oic.if.a", 
  "id": “light_brightenss_TF38_3", 
  "value": 30 
}


6
Scenarios for oneM2M and OIC Interworking 

This clause describes the scenarios for oneM2M and OIC system interworking. Figure 6-1 provides an overview of possible interworking scenarios. Individual scenarios are further described below in detail.
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Figure 6-1: Interworking Overview

In Figure 6-2 the OIC network is deployed in the field domain. This OIC network communicates with the oneM2M network in the Infrastructure domain. The oneM2M service controller (oneM2M device) remotely controls the OIC devices in field domain through the oneM2M Infrastructure domain. The demarcation between domains is represented using the dotted vertical line. For example a user buys a new Samsung Washer (OIC device) and connects to a Gateway (IPE) subsidized by the oneM2M service provider platform in order to receive their oneM2M based IoT service. 
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Figure 6-2: OIC devices in the field domain connect to  oneM2M infra domain and get controlled by oneM2M system

In Figure 6-3 both the OIC network and the oneM2M network are deployed in the field domain. These networks communicate with each other using the oneM2M Infrastructure domain. For example an Air Conditioner (OIC field domain Device) could get the price data from the SmartEnergy service (oneM2M field domain) and if the electricity price is too high, it will change to energy-saving mode.
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Figure 6-3: Interworking between OIC field domain and oneM2M field domains through oneM2M infrastructure domain
In Figure 6-4 two OIC networks are deployed in the field domain. These networks communicate with each other using the oneM2M Infrastructure domain. Alternatively, the OIC Remote Access network could be used to communicate between the two OIC networks in the field domain. For example SmartHome (OIC field domain) and Healthcare system (OIC field domain) are connected with oneM2M service provider infrastructure. By using oneM2M infrastructure network, devices in both OIC domains can transfer information between them.
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Figure 6-4: Interworking between OIC field domains thru oneM2M infrastructure domain

In figure 6-5 an OIC network and a oneM2M network are deployed in the field domain. These two networks communicate directly with each other without any support from the infrastructure domain. For example a user installs new smart bulb (OIC device) in the home. This new bulb could connect to oneM2M devices in the home and could be controlled by a oneM2M switch. This peer to peer scenario may not be realizable as oneM2M devices always need to be registered to the oneM2M Infrastructure domain CSE.
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Figure 6-5: Interworking between OIC field domains and oneM2M field domains  locally

Scenarios where an OIC device controls oneM2M devices is considered to be in the scope of OIC specifications and will not be defined here.
7
Possible Solutions for oneM2M and OIC Interworking

7.1
Introduction

This clause presents tentative solutions for oneM2M and OIC interworking and provides: 
1) Functional architecture 
2) Resource Model Mapping and 
3) Operational procedures 
The first describes functional architecture with main entities. The second describes possible resource model mapping. The third describes operational procedures, i.e. interaction between main entities for e.g. Discovery, Notifications etc. This functional architecture can address all scenarios from clause 6 where OIC devices are controlled by the oneM2M system.
7.2
Functional Architecture for Interworking
The OIC interworking scheme is based on Interworking Proxy Entity (IPE), which, as an intermediary, facilitates oneM2M & OIC interworking by translating between oneM2M and OIC resources. The IPE interacts with OIC devices and expose those as oneM2M resources. The oneM2M CSE accesses IPE via the oneM2M interface to manipulate oneM2M resources, then the resulting representation change is reflected to the corresponding OIC devices via the OIC interface.  
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	Figure 7.1-1
Functional Architecture with IPE


The main entities and their characteristics are as below. 
· IPE : a specialized AE, characterized by the support of a non-oneM2M reference point, and by the capability of remapping the related data model to the oneM2M resources exposed via the oneM2M Mca reference point
· IWK (Interworking) Function: a function of IPE which translates the OIC entities into oneM2M resources for e.g. OIC specific AE, Container etc.
· 
· OIC Device : NoDN which plays either OIC Client or OIC Server roles or both. The OIC Server hosts OIC resources. OIC Client accesses the OIC Server to manipulate OIC resources, i.e. monitoring & controlling. 

The figure 7.2-2 demonstrates a possible deployment model which describes the main entities and their interworking via reference points.
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Figure 7.2-2
Deployment model based on functional architecture
7.3
Resource Model Mapping

7.3.1
Introduction

Both oneM2M and OIC support RESTful architecture. But their resource definitions are different. In this section firstly a possible mapping between oneM2M and OIC entities is considered which includes devices, resources and attribute level mapping. Then applying the mapping to OIC light device is described. Further the options for mapping are analyzed and recommendations are proposed. 

7.3.2
Generic Entity Mapping
In OIC the following levels of abstraction are modelled i.e. OIC logical device, Resource and Property. The diagram below represents these different levels of model.  The tree represents a structure of any OIC device and how it is mapped into oneM2M entities. Each OIC device can include one or more resources; Each resource can have a representation at any instance of time. One possible entity mappings are:

· OIC Device 
--- <AE> oneM2M resource

· Any OIC Resource --- <container> oneM2M resource

· Resource representation --- <contentInstance> oneM2M resource

Parent Child relationship could be represented using the parentID attribute. For e.g. container and contentInstance resources use this attribute to indicate its parent.

Though further procedures in this document map OIC Device to oneM2M <AE> resource, it is also possible that an OIC Device be mapped to a oneM2M <container> resource. Below table shows a brief analysis of either mapping.
Table 7.3.2-1 Options for Mapping
	Option
	Analysis

	Option 1: 

Mapping OIC Device to <AE> resource
	Similar mapping used by LWM2M Interworking TS. May be useful if different access controls are applied to different OIC devices

	Option 2: 
Mapping OIC Device to <container> resource
	Similar mapping used by AllJoyn Interworking TR. Nested container structure. Overhead of supporting semantics of <AE> resource type is not needed i.e. invoking CRUDN operations etc.
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Figure 7.3.2-1 Generic Entity Mapping
7.3.3
Example OIC Device Mapping
The figure below represents the model of an OIC light device. It supports the mandatory resources of type “oic.wk.res”, “oic.wk.d” and “oic.wk.p”. As per the model the resource type “oic.wk.d” is extended by the resource type “oic.d.light”. So the light device supports the resource of extended resource type “oic.d.light”. OIC light also supports a resource of type “oic.r.switch.binary” which is mandatory for device of this type. The properties of resource type “oic.wk.p” are also depicted.
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Figure 7.3.3-1 OIC Light Device Model
Using the mapping suggested in clause 7.3.2, OIC Light device is mapped into oneM2M entities as depicted in the figure below. 
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Figure 7.3.3-2 OIC Light Device mapping into oneM2M entities

7.3.4
Analysis and Recommendations
When mapping the OIC Device resource to oneM2M AE resource, some Mandatory AE attributes don’t have corresponding attributes from OIC. And some properties of “oic.wk.d” could not find a matching attribute in oneM2M resource and in oneM2M the attribute set of resource cannot be extended. Below figure depicts the mapping wherein OIC Device resource is mapped to oneM2M AE resource.
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Figure 7.3.4-1 OIC Device to oneM2M AE Mapping

Based on the limited mapping possibility and limitations of model, it is recommended to map the properties as much as possible and also provide the complete representation of the OIC resource as value of content attribute in the contentInstance resource. Similarly some of the attributes of oneM2M resource could not find a value from OIC resource. These attributes could be mandatory to be supported as per oneM2M. So it is recommended that these attributes be provided by the creator of such a resource for e.g. CSE or filled by the platform. 
Below figure depicts another mapping wherein a resource (oic.wk.res) of OIC is mapped to a oneM2M container resource. Similarly any other resource of OIC could be mapped to oneM2M container resource. So there is one oneM2M container resource per OIC resource. The OIC oic.wk.res has a property ‘links’ which contains the list of resources supported by the device. Each link points to a resource and its type, name etc. are indicated. These values are used to create these individual oneM2M container resources. As can be seen in previous cases, few properties of OIC resource only could be mapped and only few oneM2M attributes could find value. Though some parameters like name of the resource could be mapped to Resource Name attribute in oneM2M container resource but size limitations may be there. So it is recommended that creator provides this value and not mapped from OIC. Remaining attributes like creationTime, expiryTime etc. could be filled by MN at the time of <container> creation. Below figure depicts the mapping
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Figure 7.3.4-2 OIC Resource to oneM2M container Mapping
For mapping the properties of OIC resource into oneM2M there are 3 options available which are shown in the table below with their pros and cons indicated. It is recommended to use the option 1.
	Options
	PROs
	CONs

	Option 1: 

Complete Resource Representation (includes all properties) mapped to contentInstance Resource
	All OIC data can be replicated
	Some property should be used to differentiate between content instances from different resource types

	Option 2: 
Each Property mapped to container Resource
	Simple mapping
	Additional data is created and hence occupies more memory on IPE

	Option 3: 
Properties mapped to Attributes of a oneM2M resource
	Less footprint on IPE
	Complex mapping

New attributes need to be defined in oneM2M (where they are not already present)


Table 7.3.4-1 Options for representing OIC properties in oneM2M

Based on the mapping possibilities and existing capabilities of OIC and oneM2M, the following mapping rules could be applied:

· oneM2M <AE> and <container> Resources related attributes could be filled with OIC properties from OIC resources (esp. oic/d, oic/res and any device specific resources) as much as possible

· Complete OIC resource representation could be mapped as a <contentInstance> resource with the representation data in its ‘content’ attribute

· Attributes of oneM2M <AE>, <container> resources which are mandatory and which could not be filled with OIC properties from OIC resources could be filled either by CSE in some cases or intuitively added by the oneM2M client itself

· Most of the OIC Core and Smart Home resources representation could be mapped to <contentInstance> resource
Usage of ‘Labels’ and ‘contentInfo’ attribute

· ‘Labels’ attribute in <AE> resource

· This could be used to indicate that the device contained is an OIC device for e.g. oic.d.light

· ‘Labels’ attribute in <container> resource

· This could be used to indicate the resource type of the OIC resource whose representation is contained for e.g. oic.r.switch.binary

· ‘contentInfo’ attribute in <contentInstance> resource

· This could be used to indicate the type of content for e.g. JSON, CBOR or XML

· There are 2 options here

· Either reserve the OIC keywords like above and don’t let them to be used by implementations other than the ones written for this interworking purpose
· Define a new attribute for this specific purpose
7.4
Possible Operational Procedures
7.4.1
Addressing
To perform operations on entities/ resources they have to be addressed. OIC and oneM2M have their own addressing mechanisms. The addressing mechanisms as defined are reused with some mapping for OIC resources represented in oneM2M. 

In oneM2M the “To” parameter in a request/ notification is used as a target for the request/ notification. To address a resource first the CSE is to be addressed and then the resource under the CSE. The CSE-ID is used to address the CSE. The originator of the request is recommended to use “Absolute” or “SP-relative” format of addressing when sending requests. This is just to ensure that the MN-CSE hosting OIC AE resources always receives the request without any scoping issues. 
The details of addressing in case of Request/ Response and Notification scenarios is described below. 

· Request Target

· Requests are targeted to AEs but via CSE which hosts them

· The MN CSE-PoA is used by IN to reach the CSE which is hosting the OIC AE resource

· Specific AE under the MN-CSE is addressed using the AE-ID attribute of the <AE>

· Notification Target

· Notifications are usually targeted to AEs

· A hosting CSE which receives notification request, can retarget the request to AE-PoA

IPE needs to retarget the requests and notifications on the OIC side. This could be done based on some implementation specific mapping on the IPE or storing the URI information in some attribute of mapped resource, for example, for resourceName. 
7.4.2
Initialization of Entities
In order for the OIC and oneM2M interworking to work there is a need to initialize this functionality. 
In the figure below a possible initialization procedure is depicted. The MN (Gateway) acts as a logical entity which is having this functionality. Discovery procedures described below are based on this initialization. The procedures described are for scenario shown in figure 6-2.
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Figure 7.4.2-1 Intialization of Entities

Below are the possible steps for initialization as depicted in the figure:

1. MN is installed with an IPE based on an out of band mechanism

· Triggered by a user action e.g. user subscribing to some service or

· Based on business logic of service provider
2. IPE registers with MN-CSE

Subsequently an AE can communicate with OIC Device by 

A. Registering itself with IN-CSE 
B. And IN-CSE registering with MN-CSE

7.4.3
Discovery
Once the initialization is finished, the next step is discovery wherein oneM2M entities try to discover OIC entities. There could be 2 modes of discovery

· Request-response Mode

· Notification Mode
The modes described here are not for lazy discovery.
7.4.3.1
Request-response Mode
In request-response mode, AE’s explicitly request a CSE to provide details about any newly registered AE’s. In the figure below a possible request-response mode procedure is depicted.
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Figure 7.4.3.1-1 Request-response Mode

Below are the possible steps for request-response mode of discovery:

1. The IPE discovers OIC devices using its OIC Client functionality as soon as it is installed on MN. It uses OIC mechanisms for the discovery

2. After the discovery, IPE uses its IWK (Interworking) function to map the discovered OIC devices and resources into oneM2M resources and creates them on MN

3. For each discovered OIC Device an OIC AE is created and registered with MN-CSE

4. (4.0/ 4.1) After that an AE through an IN-CSE can anytime discover OIC AE resources by sending a RETRIEVE REQ with appropriate filter criteria to the MN-CSE where they are registered

5. (5.0/ 5.1) The MN-CSE sends a RETRIEVE RES to IN-CSE with the OIC AE’s information which in turn is sent to the AE
7.4.3.2
Notification Mode
In notification mode, AE’s subscribe to any changes in registration details of a CSE and gets notified whenever new OIC AE’s are registered to CSE. In the figure below a possible notification mode preocedure is depicted.
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Figure 7.4.3.2-1 Notification Mode

Below are the possible steps for notification mode of discovery:

1. (1.0/ 1.1) AE creates subscription resource on IN-CSE to get notification for any changes in registered AE’s on MN-CSE. This request is forwarded to MN-CSE
2. The IPE discovers OIC devices using its OIC Client functionality as soon as it is installed on MN. It uses OIC mechanisms for the discovery

3. After the discovery, IPE uses its IWK (Interworking) function to map the discovered OIC devices and resources into oneM2M resources and creates them on MN

4. For each discovered OIC Device an OIC AE is created and registered with MN-CSE

5. (5.0/5.1) IN-CSE and in-turn AE is notified of the newly registered AE’s based on the earlier subscription
For efficiency purposes IPE could perform lazy discovery i.e. discover OIC resources only after getting a request from any oneM2M entity. Such options could be added in the TS.
7.4.4 
Subscription & Notification Interworking Procedure
7.4.4.1
Introduction

oneM2M Subscription and Notification function can be mapped to OIC oberve mechanism which utilizes the RETRIEVE operation to request the OIC Device for updates in case of OIC Resource state changes[i.2]. The privilege checking process for subscription and observation should be done at oneM2M side as well as OIC side.
7.4.4.2
Interworking Procedure for Subscription 
This clause describes the interworking procedure when IN-CSE creates subscriptions to get notification on the change of the corresponding OIC resources.  

[image: image26.emf]OIC Device

MN-CSE

OIC Server

IN-CSE

1. CREATERequestof 

<subscription>

4. RETRIEVE

Request 

(Observe)

2. CREATEResponse

5RETRIEVE

Response 

(Observe)

IPE

OIC Client IWK Function

MN

MN-CSEBase/OIC-AE/Container/Subscription

0. Create 

Subscription

3. Notify

 
Figure 7.4.4.2-1: Interworking Procedure for Subscription
0. Assume that IPE already subscribed to <container> resource  at CSE for getting notifications about create request of <subscription> resource
1. IN-CSE sends a CREATE Request of  <subscription> resource targeting to the <container> resource under an OIC AE 
2. MN-CSE sends a CREATE Response message to the IN-CSE
3. MN-CSE sends a NOTIFY Request message to the IPE of  <subscription> resource being created by the IN-CSE

4. The OIC Client in the IPE sends an OIC Retrieve Request message to the OIC Server

5. The OIC Server sends an OIC Retrieve Response message to the OIC Client in the IPE
7.4.4.3
Interworking Procedure for Notification 
This clause describes the interworking procedure when OIC resource changes are notified to oneM2M subscriber(ex, IN-CSE) of the subscription.
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Figure 7.4.4.3-1: Interworking Procedure for Notification

1. OIC Device sends an OIC Retrieve Response message to the OIC Client with the modified resource representation

2. IPE sends an UPDATE Request message to the MN-CSE

3. The MN-CSE sends a NOTIFY Request message to the IN-CSE
4. The IN-CSE sends a NOTIFY Response message to the MN-CSE
7.4.4.4
Interworking Procedure for Canceling the Subscription 
This clause describes the interworking procedure when IN-CSE Requests to cancel the subscription.  
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Figure 7.4.4.4-1: Interworking Procedure for Canceling the Subscription

0. The IPE subscribes to a <container> resource hosted at the CSE to be notified of a DELETE request of <subscription>

1. IN-CSE sends a DELETE Request message of <subscription> resource to the MN-CSE
2. MN-CSE sends a DELETE Response message to the IN-CSE
3. The MN-CSE sends a NOTIFY Request message to the IPE about deletion of <subscription> by IN-CSE
4. The OIC Client sends an OIC Retrieve Request message without ‘observation indication’ to the OIC Server

5. The OIC Server sends an OIC Retrieve Response message to the OIC Client on the IPE 
7.4.5
OIC device management interworking procedure
The OIC Device Management includes the following functions: [i.2]

·  Monitoring

·  Diagnostics and Maintenance

Monitoring in OIC refers to monitoring the current states of the OIC devices, checking their functional states, and ensuring the monitored OIC device is operating as expected. The OIC monitoring feature is supported by the OIC core resource ‘oic/mon’ as follows:

· Availability: Indicates if the device is available or not

· Lasted Acted Time: Indicates the elapsed time in seconds after the device was last acted upon

· Device Statistics: Contains information about number of received packets and sent packets.

Diagnostics and Maintenance in OIC are used by the administrators to resolve issues with the OIC devices while operating in the field. These features are supported by using the OIC core resource ‘oic/mnt’.The diagnostics and maintenance for the OIC devices are provided by the following commands:

· Factory reset: Resets the configuration of the device to its original state

· Reboot: Triggers a soft reboot of an OIC device

· Statisics collection: Triggers collection and logging information for diagnostic purposes

For interworking between OIC and oneM2M, the OIC device management resources regarding ‘oic/mon’ and ‘oic/mnt’can be mapped into oneM2M <container> and <contentInstance>. OIC device management resources can be exposed via <container> and <contentInstance> oneM2M resources, and then a oneM2M AE can access these resources to trigger OIC device management from the oneM2M side.

As an alternative approach, a specialization of the oneM2M <mgmtObj> can be used for mapping the OIC resources ‘oic/mon’ and ‘oic/mnt’. The procedure is described in Section 7.4.5.3.
7.4.5.1
Interworking procedure for OIC monitoring 
This clause describes the interworking procedure for reteiving OIC monitoring resources which are already mapped into oneM2M <container> and <contentInstance> resources in MN-CSE.
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Figure 7.4.5.1-1: Interworking Procedure for OIC Monitoring
In order to synchronize ‘oic/mon’ resources in an OIC device with the <container>, <contentInstance> in MN-CSE via IPE function, the following steps are performed.
1. OIC client in IPE sends “RETRIEVE Request” message to the OIC device in Legacy OIC domain.

2. The OIC device responds to the request message with the ‘/oic/mon’ resource.

3. Based on the response message, IPE sends a oneM2M resource CREATE request to the MN-CSE (container, contentInstance)

4. The MN-CSE sends a oneM2M resource CREATE response to the IPE
The following steps are used for a oneM2M AE to monitor an OIC device:

A. The IN-AE sends <contentInstance> RETRIVE request for OIC monitoring information to the MN-CSE via IN-CSE

B. The MN-CSE sends <contentInstance> RETRIVE response containing OIC monitoring information to the IN-AE via IN-CSE
7.4.5.2
Interworking procedure for OIC diagnostics and maintenance

This clause describes the interworking procedure for triggering OIC diagnostics and maintenance from a oneM2M IN-AE.
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Figure 7.4.5.2-1: Interworking Procedure for OIC Diagnostics and Maintenance
Precondition:  the ‘oic/mnt’ resource in an OIC device was synchronized with <container>, <contentInstance> in MN-CSE based on following procedures. It is assumed the IPE creates subscription resource under the <container> resource in the MN-CSE with the IPE address included in the notificationURI attribute.
A. The IPE sends <subscription> CREATE request to the MN-CSE in order to receive the notification message  with the related eventType as a direct child resource creation.
B. The MN-CSE sends <subscription> CREATE response to the IPE
For triggering an OIC device diagnostics and maintenance procedure from oneM2M AE, the following steps are used:
1. The IN-AE sends <contentInstance> CREATE request to the MN-CSE via IN-CSE

2. The MN-CSE sends CREATE response to the IN-AE via IN-CSE

3. The <contentInstance> creation triggers notification message is delivered to the IPE

4. Based on the notification message, the OIC client sends ‘oic/mnt’ UPDATE request to the OIC Device in the OIC domain

5. The OIC Device sends UPDATE response to the OIC client in IPE
7.4.5.3
Interworking procedure for OIC diagnostics and maintenance (using <mgmtObj>)

This clause describes the interworking procedure for triggering the OIC diagnostics and maintenance procedures using , a specialization of the oneM2M <mgmtObj> resource from an IN-AE.
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Figure 7.4.5.3-1: Interworking Procedure for OIC Diagnostics and Maintenance (using <mgmtObj>)
For triggering an OIC Device diagnostics and maintenance procedure from the IN-AE, the following steps are used:
1. The IN-AE sends a <mgmtObj> UPDATE request to the MN-CSE via IN-CSE

2. The MN-CSE sends an UPDATE response to the IN-AE via IN-CSE
3. The UPDATE of the <mgmtObj> triggers a notification request message to be delivered to the IPE, and the IPE responds back to the MN-CSE with a notification response message.
4. Based on the notification message, the OIC Client on the IPE sends an ‘oic/mnt’ update request with the command indicated in the <mgmtObj> to the OIC Device.
5. The OIC Device sends an update response message to the OIC Client in the IPE.

6. The IPE sends a <mgmtObj> UPDATE request to the MN-CSE and receives an UPDATE response from the MN-CSE.
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