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Introduction
ARC-2015-2194 addressed and proposed a solution with adding new attribute 'onlineStatus'.
But there are some comments suggesting reuse existing mechanism such as 'reachabilityStatus' or 'pointOfAccess' attribute.

This contribution is aimed to provide alternative solution of ARC-2015-2194, and ask a choice from two options.
Summary of this approach are:

· re-use pointOfAccess to declare onlineStatus when the AE/CSE become online.

· added the behaviour of registrar CSE to flash the store-and-forward buffer when the pointOfAccess attribute is updated.

R02: adding more description to clarify the issue.
AE or remoteCSE which is not IN-CSE may become offline, and its Registrar CSE cannot forward/re-target incoming messages while offline. 
One of known capability of Registrar CSE is buffering incoming message to perform relaying message in store-and-forward manner, and CSE will store receive messages when the registrar CSE failed to send the message and they are still valid.
The identified issue to solve is registrar CSE cannot detect when the registree AE/CSE is backed to online, even it can detect the 'offline' status when it failed sending messages.

As discuss with previous revision, <schedule> resource may help to know the expectation of reconnection time and it may try to send the messages but it is not reliable way.

Proposed way to resolved issue is specify the behaviour of Registrar CSE as flashing pending messages in the internal storage of Registrar CSE when the pointOfAccess attribute of <AE> or <remoteCSE> resource for the remote entities was UPDATEed.
Further, some AE or remoteCSE using binding of, non-server capable HTTP client, and WebSocket, will not have a valid value on pointOfAccess. But current specification specified to target message to pollingChannel (no other option!) when the pointOfAccess was NULL. Considering WebSocket can be used as alternative option, the procedure should be corrected check the existence of pollingChannel when sending message to the target. 
R03: minor text improvements for CHANGE 4, and withdrawning CHANGE 5, 
R04: (wrong doc uploaded)

R05: withdrawn CHANGE-4, and added CHANGE 5 and 6 to narrow the scope of required procedure only for <AE> or <remoteCSE> update cases.
-----------------------Start of change 1-------------------------------------------
6.2.2
Communication Management and Delivery Handling

6.2.2.1
General Concepts

The Communication Management and Delivery Handling (CMDH) CSF provides communications with other CSEs, AEs and NSEs.

The CMDH CSF decides at what time to use which communication connection for delivering communications (e.g. CSE-to-CSE communications) and, when needed and allowed, to buffer communication requests so that they can be forwarded at a later time. This processing in the CMDH CSF is carried out per the provisioned CMDH policies and delivery handling parameters that can be specific to each request for communication.

For communication using the Underlying Network data transport services, the Underlying Network can support the equivalent delivery handling functionality. In such case the CMDH CSF uses the Underlying Network, and it may act as a front end to access the Underlying Network equivalent delivery handling functionality.

6.2.2.2
Detailed Descriptions

The service that AEs or CSEs can request from the CMDH CSF is to transport some data to a specific target (CSE or AE), according to given delivery parameters while staying within the constraints of provisioned communication management and delivery handling policies.

The content of the data provided by the Originator does not influence the CMDH CSF behaviour. Consequently, the CMDH CSF is not aware of the specific operation requested at the target entity, including the parameters passed to the operation at the destination CSF. This means that all attributes intended to be delivered to the destination entity (e.g. which CSF is the destination on the target entity, what that CSF does with the data, etc.) are hidden to the CMDH CSF.

The target entity may be reached either directly or via the CSE(s) of a MN(s).

As part of the delivery request, the CMDH CSF can be provided with acceptable delivery parameters for the Originator (e.g. acceptable expiration time for delivery).

The functions supported by the CMDH CSF are as follows:

· Ability for the M2M Service Provider to derive CMDH policies describing details for the usage of the specific Underlying Network(s). These policies may be based on the M2M Service Subscription associated with Application and Common Service Entities (AEs and CSEs) in the Field Domain and on the agreements on usage of Underlying Network communication resources. CMDH Policies can be provisioned into the respective CSEs in the Field Domain.

· For the delivery of communication, ability to select appropriate communication path to use at any given time in line with  provisioned CMDH policies and  with CMDH-related parameters  set by the Originator of requests, and when needed and allowed, how long to buffer communication requests so that they can be forwarded at a later time. This policy-driven use of communication resources allows an M2M Service Provider to control which Originators of requests are allowed to consume communication resources at certain times.

· For the delivery of communication, ability to detect a disconnection of communication channel. If the communication channel can be established by receiver-side only, it also detects a reconnection of the communication channel. 
· For the delivery of communication, ability to be aware of the availability of the Underlying Networks.

· Ability to manage the proper use of buffers for store-and-forward processing through use of CMDH policies.

-----------------------End of change 1---------------------------------------------

-----------------------Start of change 2-------------------------------------------

6.2.9
Registration

6.2.9.1
General Concepts

The Registration (REG) CSF processes a request from an AE or another CSE to register with a Registrar CSE in order to allow the registered entities to use the services offered by the Registrar CSE.

6.2.9.2
Detailed Descriptions

Registration is the process of delivering AE or CSE information to another CSE in order to use M2M Services.

An AE on an ASN, an MN or an IN performs registration locally with the corresponding CSE in order to use M2M services offered by that CSE. An AE on an ADN performs registration with the CSE on an MN or an IN in order to use M2M services offered by that CSE. An IN-AE performs registration with the corresponding CSE on an IN in order to use M2M services offered by that IN CSE. An AE can have interactions with its Registrar CSE (when it is the target CSE) without the need to have the Registrar CSE register with other CSEs.

The CSE on an ASN performs registration with the CSE in the MN in order to be able to use M2M Services offered by the CSE in the MN. As a result of successful ASN-CSE registration with the MN-CSE, the CSEs on the ASN and the MN establish a relationship allowing them to exchange information.

The CSE on an MN performs registration with the CSE of another MN in order to be able to use M2M Services offered by the CSE in the other MN. As a result of successful MN-CSE registration with the other MN-CSE, the CSEs on the MNs establish a relationship allowing them to exchange information.

The CSE on an ASN or on an MN perform registration with the CSE in the IN in order to be able to use M2M Services offered by the CSE in the IN. As a result of successful ASN/MN registration with the IN-CSE, the CSEs on ASN/MN and IN establish a relationship allowing them to exchange information.

Following a successful registration of an AE to a CSE, the AE is able to access, assuming access privilege is granted, the resources in all the CSEs that are potential targets of request from the Registrar CSE.

The capabilities supported by the REG CSF are as follows:

· ability for AEs to register to their associated CSE, as per table 6.4-1;

· ability for CSE to register to the other CSE, as per table 6.4-1;

· ability for an ASN-CSE/MN-CSE to register association of its M2M-Ext-ID (if available) with its CSE‑ID (see clause 7.1.8);
· ability for an ASN-CSE/MN-CSE to register association of its Trigger-Recipient-ID (if available) with its CSE-ID (see clause 7.1.8). When Trigger-Recipient-ID is not present, it is assumed that the CSE is not able to receive triggers.

NOTE:
Such registrations are applicable to a single M2M Service Provider Domain.

· Registration information for a Node includes:

· Identifier of the Node.

· Reachability schedules; which are elements of a Node's policy, and specify when messaging can occur between Nodes. Reachability schedules can be used in conjunction with other policy elements. When reachability schedules are not present in a Node then that Node is expected to be always reachable.
· Managing connection state of communication channel to the registred AE or CSE.
-----------------------End of change 2---------------------------------------------

-----------------------Start of change 3-------------------------------------------

9.6.4
Resource Type remoteCSE

A <remoteCSE> resource shall represent a Registree CSE that is registered to the Registrar CSE. <remoteCSE> resources shall be located directly under the <CSEBase> resource of Registrar CSE.

Similarly <remoteCSE> resource shall also represent a Registrar CSE. <remoteCSE> resource shall be located directly under the <CSEBase> resource of Registree CSE.

For example, when CSE1 (Registree CSE) registers with CSE2 (Registrar CSE), there will be two <remoteCSE> resources created: one in CSE1: <CSEBase1>/<remoteCSE2> and one in CSE2: <CSEBase2>/<remoteCSE1>.
Note that the creation of the two resources does not imply mutual registration. The <CSEBase1>/<remoteCSE2> does not mean CSE2 registered with CSE1 in the example above.
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Figure 9.6.4-1: Structure of <remoteCSE> resource
The <remoteCSE> resource shall contain the child resources specified in table 9.6.4-1. The <remoteCSE> resource may contain <remoteCSEAnnc> child resources.

Table 9.6.4-1: Child resources of <remoteCSE> resource

	Child Resources of <remoteCSE>
	Child Resource Type
	Multiplicity
	Description
	<remoteCSEAnnc> Child Resource Types

	[variable]
	<container>
	0..n
	See clause 9.6.6
	<container> <containerAnnc>

	[variable]
	<group>
	0..n
	See clause 9.6.13
	<group>

<groupAnnc>

	[variable]
	<accessControlPolicy>
	0..n
	See clause 9.6.2
	<accessControlPolicy>

<accessControlPolicyAnnc>

	[variable]
	<subscription>
	0..n
	See clause 9.6.8
	<subscription>

	[variable]
	<pollingChannel>
	0..1
	See clause 9.6.21. If requestReachability is FALSE, the CSE that created this <remoteCSE> resource should create a <pollingChannel> resource and perform long polling. The <pollingChannel> shall be utilized by the the parent resource.
	None

	[variable]
	<schedule>
	0..1
	This resource defines the reachability schedule information of the node. See clause 9.6.9 for <schedule>.
	<scheduleAnnc>

	[variable]
	<nodeAnnc>
	0..n
	This resource is the <nodeAnnc> resource representing the node where the CSE represented by this <remoteCSE> resource resides.
	<nodeAnnc>


Table 9.6.4-2: Child announced resources of <remoteCSE> resource

	Child Announced Resources of <remoteCSE>
	Child Announced Resource Type
	Multiplicity
	Description

	[variable]
	Refer to table 9.6.26.1-1 Announced Resource Types
	0..n
	


The <remoteCSE> resource shall contain the attributes specified in table 9.6.4-3.

Table 9.6.4-3: Attributes of <remoteCSE> resource

	Attributes of <remoteCSE>
	Multiplicity
	RW/

RO/

WO
	Description
	<remoteCSEAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	parentID
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	creationTime
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3 where this common attribute is described.
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.
	MA

	Labels
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.
	MA

	announceTo
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.
	NA

	announcedAttribute
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.
	NA

	cseType
	0..1
	WO
	Indicates the type of CSE represented by the created resource.

Mandatory for an IN-CSE, hence multiplicity (1).

Its presence is subject to SP configuration in case of an ASN-CSE or a MN-CSE.
	OA

	pointOfAccess
	0..1 (L)
	RW
	For request-reachable remote CSE it represents the list of physical addresses to be used to connect to it (e.g. IP address, FQDN). 
If this information is not provided and <pollingChannel> resource does exist, the CSE should use <pollingChannel> resource. Then the Hosting CSE can forward a request to the CSE without using the PoA.


	OA

	CSEBase
	1
	WO
	The address of the CSEBase resource represented by this <remoteCSE> resource.
	OA

	CSE-ID
	1
	WO
	The CSE identifier in SP-relative CSE-ID format (clause 7.2).
	OA

	M2M-Ext-ID
	0..1
	RW
	Supported when Registrar is IN-CSE.

See clause 7.1.8 where this attribute is described. This attribute is used only for the  case of  dynamic association of M2M-Ext-ID and CSE-ID.
	NA

	Trigger-Recipient-ID
	0..1
	RW
	Supported when Registrar is IN-CSE. See clause 7.1.10 where this attribute is described. This attribute is used only for the case of  dynamic association of M2M‑Ext-ID and CSE-ID.
	NA

	requestReachability
	1
	RW
	If the CSE that created this <remoteCSE> resource can receive a request from other AE/CSE(s), this attribute is set to "TRUE" otherwise "FALSE" (see note)
	OA

	nodeLink
	0..1
	RW
	The resourceID of a <node> resource that hosts the CSE represented by the <remoteCSE> resource.
	OA

	NOTE:
Even if this attribute is set to "FALSE", it does not mean it AE/CSE is always unreachable by all entities. E.g. the requesting AE/CSE is behind the same NAT, so it can communicate within the same NAT.


9.6.5
Resource Type AE

An <AE> resource shall represent information about an Application Entity registered to a CSE.
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Figure 9.6.5-1: Structure of <AE> resource

The <AE> resource shall contain the child resources specified in table 9.6.5-1.

Table 9.6.5-1: Child resources of <AE> resource

	Child Resources of <AE>
	Child Resource Type
	Multiplicity
	Description
	<AEAnnc> Child Resource Types

	semanticDescriptor
	<semanticDescriptor>
	0..n
	See clause 9.6.30
	<semanticDescriptor>, <semanticDescriptorAnnc>

	[variable]
	<subscription>
	0..n
	See clause 9.6.8
	<subscription>

	[variable]
	<container>
	0..n
	See clause 9.6.6
	<container> <containerAnnc>

	[variable]
	<group>
	0..n
	See clause 9.6.13
	<group>

<groupAnnc>

	[variable]
	<accessControlPolicy>
	0..n
	See clause 9.6.2
	<accessControlPolicy>

<accessControlPolicyAnnc>

	[variable]
	<schedule>
	0..1
	See clause 9.6.9
	<scheduleAnnc>

	[variable]
	<pollingChannel>
	0..1
	See clause 9.6.21.

When the AE is request-unreachable, the AE should create this <pollingChannel> resource and perform long polling. The <pollingChannel> shall be utilized by the the parent resource.
	None


The <AE> resource shall contain the attributes specified in table 9.6.5-2.

Table 9.6.5-2: Attributes of <AE> resource

	Attributes of 
<AE>
	Multiplicity
	RW/

RO/

WO
	Description
	<AEAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3.
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3. Contains the AE-ID-Stem of the AE (see clause 7.2 on identifier formats and clause 10.1.1.2.2 for AE registration procedure).
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3.
	NA

	parentID
	1
	RO
	See clause 9.6.1.3.
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3.
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	creationTime
	1
	RO
	See clause 9.6.1.3.
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3.
	NA

	Labels
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	announceTo
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	announcedAttribute
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	appName
	0..1
	RW
	The name of the application, as declared by the application developer(e.g. "HeatingMonitoring").

Several sibling resources may share the appName.
	OA

	App-ID
	1
	WO
	The identifier of the Application (see clause 7.1.2).
	OA

	AE-ID
	1
	RO
	The identifier of the Application Entity (see clause 7.1.2).
	OA

	pointOfAccess
	0..1 (L)
	RW
	The list of addresses for communicating with the registered Application Entity over Mca reference point via the transport services provided by Underlying Network (e.g. IP address, FQDN, URI). This attribute shall be accessible only by the AE and the Hosting CSE.

If this information is not provided and the <pollingChannel> resource does exist, the AE should use <pollingChannel> resource. Then the Hosting CSE can forward a request to the AE without using the PoA.

	OA

	ontologyRef
	0..1
	RW
	A URI of the ontology used to represent the information that is managed and understood by the AE.
	OA

	requestReachability
	1
	RW
	If the AE that created this <AE> resource can receive a request, this attribute is set to "TRUE" otherwise "FALSE"
	OA

	nodeLink
	0..1
	RO
	The resourceID of a <node> resource that stores the node specific information where the AE resides.
	OA


-----------------------End of change 3---------------------------------------------
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10.2.1
<AE> Resource Procedures

10.2.1.1
Create <AE>
This procedure shall be used for creating an <AE> resource. This operation is part of the registration procedure for AEs on the Registrar CSE (which is also the Hosting CSE), as described in clause 10.1.1.2.2.

Table 10.2.1.1-1: <AE> CREATE
	<AE> CREATE 

	Associated Reference Point
	Mca

	Information in Request message


	All parameters defined in table 8.1.2-3 apply with the specific details for:

From: Registree AE only

Content: The resource content shall provide the information as defined in clause 9.6.5

	Processing at Originator before sending Request
	According to clause 10.1.1.2.2

	Processing at Receiver
	According to clause 10.1.1.2.2

	Information in Response message
	All parameters defined in table 8.1.3-1

	Processing at Originator after receiving Response
	According to clause 10.1.1.2.2

	Exceptions
	According to clause 10.1.1.2.2


10.2.1.2
Retrieve <AE>
This procedure shall be used for retrieving the representation of the <AE> resource.

Table 10.2.1.2-1: <AE> RETRIEVE
	<AE> RETRIEVE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	All parameters defined in table 8.1.2-3

	Processing at Originator before sending Request
	According to clause 10.1.2

	Processing at Receiver
	According to clause 10.1.2

	Information in Response message
	All parameters defined in table 8.1.3-1 apply with the specific details for:

Content: attributes of the <AE> resource as defined in clause 9.6.5

	Processing at Originator after receiving Response
	According to clause 10.1.2

	Exceptions
	According to clause 10.1.2


10.2.1.3
Update <AE>
This procedure shall be used for updating the attributes and the actual data of an <AE> resource.

Table 10.2.1.3-1: <AE> UPDATE
	<AE> UPDATE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	All parameters defined in table 8.1.2-3 apply with the specific details for:

Content: attributes of the <AE> resource as defined in clause 9.6.5 which need be updated

	Processing at Originator before sending Request
	According to clause 10.1.3

	Processing at Receiver
	According to clause 10.1.3
If the pointOfAccess attribute is updated and there are any messages in the buffer for store-and-forward procedure, Receiver shall send all buffered messages.

	Information in Response message
	According to clause 10.1.3

	Processing at Originator after receiving Response
	According to clause 10.1.3

	Exceptions
	According to clause 10.1.3


10.2.1.4
Delete <AE>
This procedure shall be used for deleting the <AE> resource with all related information.

Table 10.2.1.4-1: <AE> DELETE
	<AE> DELETE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	All parameters defined in table 8.1.2-3 apply

	Processing at Originator before sending Request
	According to clause 10.1.4

	Processing at Receiver
	According to clause 10.1.4

	Information in Response message
	According to clause 10.1.4

	Processing at Originator after receiving Response
	According to clause 10.1.4

	Exceptions
	According to clause 10.1.4


-----------------------Start of change 6-------------------------------------------
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10.2.2
<remoteCSE> Resource Procedures

10.2.2.1
Create <remoteCSE>
This procedure shall be used for creating a <remoteCSE> resource. It is part of the registration procedure for remote CSEs on the Registrar CSE (which is also the Hosting CSE), as described in clause 10.1.1.2.1.

Table 10.2.2.1-1: <remoteCSE> CREATE
	<remoteCSE> CREATE 

	Associated Reference Point
	Mcc and Mcc'

	Information in Request message
	All parameters defined in table 8.1.2-3 apply with the specific details for:

From: Originator CSE-ID

Content: The resource content shall provide the information as defined in clause 9.6.4

	Processing at Originator before sending Request
	According to clause 10.1.1.2.1

	Processing at Receiver
	According to clause 10.1.1.2.1
If the IN-CSE is the receiver and if the M2M SP policies do allow access to the CSEs across multiple domains, then the IN shall create the appropriate entry in the M2M SP's DNS for successfully registered CSE

	Information in Response message
	All parameters defined in table 8.1.3-1 apply with the specific details for:

Content: Address of the created <remoteCSE> resource, according to clause 10.1.1.2.1

	Processing at Originator after receiving Response
	According to clause 10.1.1.2.1. the Originator starts a Retrieve operation and uses the result to create a remoteCSE representation of the Receiver

	Exceptions
	According to clause 10.1.1.2.1


10.2.2.2
Retrieve <remoteCSE>
This procedure shall be used for retrieving the representation of the <remoteCSE> resource with its attributes.

Table 10.2.2.2-1: <remoteCSE> RETRIEVE
	<remoteCSE> RETRIEVE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	All parameters defined in table 8.1.2-3 apply

	Processing at Originator before sending Request
	According to clause 10.1.2

	Processing at Receiver
	According to clause 10.1.2

	Information in Response message
	All parameters defined in table 8.1.3-1 apply with the specific details for:

Content: attributes of the <remoteCSE> resource as the Originator requested

	Processing at Originator after receiving Response
	According to clause 10.1.2

	Exceptions
	According to clause 10.1.2


10.2.2.3
Update <remoteCSE>
This procedure shall be used for updating the attributes and the actual data of an <remoteCSE> resource.

Table 10.2.2.3-1: <remoteCSE> UPDATE
	<remoteCSE> UPDATE

	Associated Reference Point
	Mcc and Mcc'

	Information in Request message
	All parameters defined in table 8.1.2-3 apply with the specific details for:

Content: attributes of the <remoteCSE> resource as defined in clause 9.6.4 which need  be updated

	Processing at Originator before sending Request
	According to clause 10.1.3

	Processing at Receiver
	According to clause 10.1.3
If the pointOfAccess attribute is updated and there are any messages in the buffer for store-and-forward procedure, Receiver shall send all buffered messages.

	Information in Response message
	According to clause 10.1.3

	Processing at Originator after receiving Response
	According to clause 10.1.3

	Exceptions
	According to clause 10.1.3


10.2.2.4
Delete <remoteCSE>
This procedure shall be used for deleting the <remoteCSE> resource with all related information.

Table 10.2.2.4-1: <remoteCSE> DELETE
	<remoteCSE> DELETE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	All parameters defined in table 8.1.2-3 apply

	Processing at Originator before sending Request
	According to clause 10.1.4

	Processing at Receiver
	According to clause 10.1.4

If the IN-CSE is the receiver and it has created an entry in the DNS to allow access to the CSE across multiple M2M domains, then it shall delete the entry from the DNS

	Information in Response message
	According to clause 10.1.4

	Processing at Originator after receiving Response
	According to clause 10.1.4

	Exceptions
	According to clause 10.1.4


-----------------------Start of change 7-------------------------------------------

-Start of changes to Definitions Symbols Abbreviations Acronyms -

3
Definitions, symbols, abbreviations  and acronyms
3.1
Definitions


---End of changes to Definitions, Symbols, Abbreviations, Acronyms ---

CHECK LIST

· Does this change request include an informative introduction containing the problem(s) being solved, and a summary list of proposals.?
· Does this CR contain changes related to only one particular issue/problem?
· Have any mirror crs been posted?
· Does this change request  make all the changes necessary to address the issue or problem?  E.g. A change impacting 5 tables should not only include a proposal to change only 3 tables. Includes any changes to references, definitions, and acronyms in the same deliverable?
· Does this change request follow the drafting rules?
· Are all pictures editable?
· Have you checked the spelling and grammar?
· Have you used change bars for all modifications?
· Does the change include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change? (Additions of complete sections need not show surrounding clauses as long as the proposed section number clearly shows where the new section is proposed to be located.)
· Are multiple changes in this CR clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.?
�Withdrawn unnecessary change
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