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GUIDELINES for Change Requests:

Provide an informative introduction containing the problem(s) being solved, and a summary list of proposals.

Each CR should contain changes related to only one particular issue/problem.
In case of a correction, and the change apply to previous releases, a separated “mirror CR” should be posted at the same time of this CR

Follow the principle of completeness, where all changes related to the issue or problem within a deliverable are simultaneously proposed to be made E.g. A change impacting 5 tables should not only include a proposal to change only 3 tables. Includes any changes to references, definitions, and acronyms in the same deliverable.
Follow the drafting rules.

All pictures must be editable.
Check spelling and grammar to the extent practicable.
Use Change bars for modifications.
The change should include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change. Additions of complete sections need not show surrounding clauses as long as the proposed section number clearly shows where the new section is proposed to be located.
Multiple changes in a single CR shall be clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.
When subsequent changes are made to content of a CR, then the accepted version should not show changes over changes. The accepted version of the CR should only show changes relative to the baseline approved text.
Introduction

This CR changes Annex F (Interworking/Integration of non-oneM2M solutions and protocols) of TS-0001 into a normative annex and adds a section specifying the functionality of a IPE for generic interworking.
R01 of the CR has been reformulated to avoid creating new resources. Therefore, instead of the CSE, all handling of state information needs to be done by the IPE.

Also figure F.4-1: Generic entity-relation diagram for an IPE has been modified and aligned with the terminology of TS-0012.
-----------------------Start of change 1------------------------------------------
Annex F (normative):
Interworking/Integration of non-oneM2M solutions and protocols
F.1
Introduction

Non-oneM2M solutions are currently installed and will continue to evolve and to be adopted in future for specific deployments. Some of these solution are the evolution of M2M that have a long history and significant mass installations (e.g. the PLC-related protocols commonly used in building and industrial automation), and are also significantly represented by proprietary solutions, especially in terms of semantic of the data model. The non‑oneM2M solutions are potentially used for:

· Legacy deployment: such solutions can make use of both, proprietary or standard protocols; often proprietary data models and functionality are combined with the use of standard protocol.

· New system deployment that privilege the vertical optimization rather the horizontal aspects.

· Area network deployment for which native IP based oneM2M is perceived as not optimized with respect to the used technology.

For those non-oneM2M solutions oneM2M needs to provide a means to enable:

· Mixed deployment that are partially oneM2M compliant and partially not, where the oneM2M System provides the solution to integrate multiple technologies (e.g. to add new technologies on top of old installations).

· Hybrid deployment that are still using non-oneM2M protocol (proprietary/standard) and want to use at the same time some of the oneM2M functionalities. A typical case is the exchange of heavy data traffic outside the CSE (e.g. for video surveillance), together with the use of CSE services for control and light traffic exchange.
F.1.1
Interworking versus integration of non-oneM2M solutions

Interworking:

With the approach given below - where specialized interworking applications (IPEs) allow to interact with any non-oneM2M system via the Mca interface - proprietary non-oneM2M solutions as well as non-oneM2M solutions that follow open standards can be interworked with the oneM2M System.

Integration:

When it is desired to make a certain type of non-oneM2M solution (e.g. some type of non-IP based Area Network) a permanent part of the deployed oneM2M Solution then the functionality of the Inter-working Proxy Application Entity can be integrated into the CSE of an Application Node. This is called "Integration" of non-oneM2M solutions.

F.2
Interworking with non-oneM2M solutions through specialized interworking applications

The solution is based on the use of specialized interworking Application Entities that are interfaced to the CSE via standard Mca reference points.

Such specialized applications are named Inter-working Proxy Application Entity (IPE)  and are described in figure F.2-1.
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Figure F.2-1: Interworking Proxy

The Inter-working Proxy Application Entity (IPE) is characterized by the support of a non-oneM2M reference point, and by the capability of remapping the related data model to the oneM2M resources exposed via the Mca reference point.

This is typically supported via a full semantic inter-working of the data model used by the non oneM2M solution and a related protocol inter-working logic, and, depending on the complexity of the non oneM2M data model, can imply the definition of a complex set of resources built via the basic oneM2M ones, or a simple direct mapping of the communication via the containers.

The approach enables a unique solution for enabling communications among different protocols, catering for different level of inter-working including  protocol inter-working, semantic information exchange,  data sharing among the different solution and deployments.

It enables the offering of additional values with respect to what is today available via existing protocols and proprietary service exposures.

The following picture shows the typical scenarios supported by the oneM2M architecture in the context of inter-working.  The combination of the different scenarios allows mixed deployments.
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NOTE:
The additional option of an inter-working proxy embedded in the CSE as a module with an internal specified interface is under consideration.

Figure F.2-2: Scenarios Supported by oneM2M Architecture

These scenarios are applicable to the CSE with the IPE AE as application dedicated node, in the application Service Node, in the Middle Node and in the infrastructure Node.

The following picture provides an example of the use of such capabilities an area network adopting specific protocols, e.g. Zigbee Telco Profile and Mbus using COSEM Data model.
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Figure F.2-3: Translation of non-oneM2M Data Model to oneM2M Specific Data Model

There exist variants of how interworking through an Inter-working Proxy Application Entity over Mca can be supported:

1) Interworking with full mapping of the semantic of the non-oneM2M data model to Mca.


This is typically supported via a full semantic inter-working of the data model used by the non-oneM2M solution and the generic data model used in oneM2M (based on usage of containers) for exchanging application data. The IPE includes the related protocol inter-working logic.


Depending on the complexity of the non-oneM2M data model, this can imply that the Inter-working Proxy Application Entity constructs a complex set of resources (built from the basic oneM2M resources) in the CSE. These resources are oneM2M representations of the non-oneM2M data model and are exposed by the IPE on Mca. They enable CSEs and AEs to access the entities in the non-oneM2M via the IPE.


The benefit of this level of interworking is that it offers a unique solution for enabling communications among different protocols. The data model of the non-oneM2M solution determines its representation (the names, data types and structure of the containers) in the M2M System. It caters for different levels of inter-working including protocol inter-working, semantic information exchange, data sharing among the different solution and deployments. It enables offering additional values with respect to what is today available via existing protocols and proprietary service exposures.

NOTE:
With this level of interworking an M2M Application can access non-oneM2M solutions without the need to know the specific protocol encoding for these solutions. A drawback is that the IPE also potentially needs to interwork between a non-oneM2M security solution and oneM2M security. E.g. it needs to be the termination point of any non-oneM2M specific encryption.

2) Interworking using containers for transparent transport of encoded non-oneM2M data and commands via Mca.


In this variant non-oneM2M data and commands are transparently packed by the Inter-working Proxy Application Entity into containers for usage by the CSEs and AEs.


In this case the CSE or AE needs to know the specific protocol encoding rules of the non-oneM2M Solution to be able to en/de-code the content of the containers.

3) Note: A third variant (Interworking using a retargeting mechanism) is not supported in this release.






F.3
void
F.4
Entity-relation representation of non-IP based M2M Area Network

Figure F.4-1 provides an entity-relation model that represents a non-IP based M2M area network as well as its relationship to an Interworking Proxy Application Entity (IPE).
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Figure F.4-1: Generic entity-relation diagram for an IPE and 
an M2M Area Network running legacy devices

The Generic entity-relation diagram for an IPE in Fig. F.4-1 should be interpreted as follows:
· An IPE provides interworking with one or multiple M2M Area Networks.
· Each M2M Area Network is comprised of a number (which could be zero) of devices

· Each device offers a set of services. A service performs a certain functionality of the device and makes this functionality remotely controllable by other devices in the M2M Area Network
· A service has a set of operations for remotely controlling the functionality.
This entity-relation diagram is e.g. applicable to the following M2M Area Networks:

· ZigBee.
· DLMS/COSEM.
· Zwave.
· BACnet.
· ANSI C12.
· mBus.
F.4.1
Responsibilities of Interworking Proxy Application Entity (IPE)

More specifically, the IPE is responsible to:

· create oneM2M resources representing the M2M Area Network structure (devices, their services and operations) in the oneM2M Service Capability Layer, accessible via Mca;

· manage the oneM2M resources in case the M2M Area Network structure changes;

· discover the M2M Area Network structure and its changes automatically if this is supported by the technology of the M2M Area Network.


F.5
Ontology based Interworking with full semantic mapping.
F.5.1
General functionality of the IPE.
Ontology based Interworking supports the interworking variant with full mapping of the semantic of the non-oneM2M data model to Mca as indicated in section F.2.
The non-oneM2M data model is described in the form of an ontology. The ontology describing the non-oneM2M data model is derived (as sub-classes) from the oneM2M Base Ontology specified in TS-0012 [x]and may be available in a formal description language (e.g. OWL). 

Note: In particular TS-0012 describes how an operation for a device in the non-oneM2M data model is mapped to the resources of the oneM2M System.
An IPE that provides Ontology based interworking with a M2M Area Network shall instantiate as oneM2M resources the classes, object- and data properties of the ontology describing the non-oneM2M data model of the M2M Area Network according to the instantiation rules of section 7.1 of TS-0012 [x].
· Depending on the capabilities of the IPE and if the ontology describing the non-oneM2M data model is available as in a formal description the IPE may access and parse the OWL file of the ontology to support instantiation.
F.5.2
Device discovery.
· The IPE shall discover the devices in the non-oneM2M solution

· For each discovered device in the non-oneM2M solution the IPE shall

either

· create a <AE> resource for a “proxied” device that represents the non-oneM2M device in the oneM2M System

or

· create a <flexContainer> child resource of the IPE’s <AE> resource for a “proxied” device that represents the non-oneM2M device in the oneM2M System
F.5.3
Handling of operations.
TS-0012 [x] describes how an operation for a device in the non-oneM2M data model is mapped to <flexContainer> resources of the oneM2M System
When the IPE receives notification about creation of an <flexContainer> resource (containing input data of the related requested operation) as child resource of a “proxied” device resource the IPE shall perform the following actions:
· The IPE shall identify the number of ongoing operations in the non-oneM2M device by counting the <flexContainer> resources of the “proxied” device resource whose operationState is different to “operation ended” or “operation failed”.
Depending on the non-oneM2M technology devices may be capable to (a) only process a single operation at a time, (b) process multiple operations at a time but only a single operation of the type of the notified <flexContainer> or (c) process multiple operations of the type of the notified <flexContainer> at a time.
· If the non-oneM2M device is capable of processing a further operation then
· the IPE shall serialize these data and invoke the related operation in the non-oneM2M device via the non-oneM2M reference point.

· the IPE shall UPDATE the operationState attribute of the <flexContainer> with the value “data transmitted to interworked device”.
· when the IPE receives output data from the operation in the non-oneM2M device via the non-oneM2M reference point the IPE shall de-serialize these data and update the <flexContainer> resource with the output data 
· When the received output data from the operation contain a state indication (according to the OperationState class of the ontology) then the IPE shall UPDATE the operationState attribute with the value received in the state indication
· When the received output data from the operation contain no state indication (according to the OperationState class of the ontology) then the IPE shall UPDATE the operationState attribute with the value “operation ended”
· When an error occurs during communication over the non-oneM2M reference point then the IPE shall UPDATE the operationState attribute with the value “operation failed”.
· If the non-oneM2M device is not capable of processing a further operation then
· the IPE shall UPDATE the operationState attribute with the value “operation failed”.
· the IPE shall DELETE the <flexContainer> resource
When the IPE receives unsolicited data through an operation in the non-oneM2M device via the non-oneM2M reference point (e.g. when the device reacts on some external event and publishes related output data) the IPE shall de-serialize these data and create a related <flexContainer> resource with these output data according to TS-0012 [x].
· When the received output data from the operation contain a state indication (according to the OperationState class of the ontology) then the IPE shall UPDATE the operationState attribute with the value received in the state indication.
· When the received output data from the operation contain no state indication (according to the OperationState class of the ontology) then the IPE shall UPDATE the operationState attribute with the value “operation ended”.
At periodic, implementation specific, times the IPE shall check latest UPDATE of the <flexContainer> resources of all “proxied” devices. If a <flexContainer> has not been updated for a given, implementation specific, time and if its actionState is different to “operation ended” or “operation failed” then the IPE shall UPDATE the operationState attribute with the value “operation failed”
At periodic, implementation specific, times the IPE shall DELETE <flexContainer> resources that have an actionState “operation ended” or “operation failed”.
F.5.4
Removing Devices.
When a device in the non-oneM2M solution becomes permanently unavailable the IPE shall delete the resource for the“proxied” device that represents the non-oneM2M device in the oneM2M System and all its child <flexContainer> resources.
-----------------------End of change 1-------------------------------------------

-----------------------Start of Changes to References Section -------------

2.1
Normative references

References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the reference document (including any amendments) applies.
The following referenced documents are necessary for the application of the present document.
[1]

oneM2M TS-0011: “Common Terminology”
[2]
oneM2M TS-0003: " Security Solutions".
[3]
oneM2M TS-0004: "Service Layer Core Protocol Specification".
[4]
W3C RDF 1.1 Concepts and Abstract Syntax
[5]
W3C SPARQL 1.1 Query Language
[x]
oneM2M TS-0012: "Base Ontology"
-----------------------End of Changes to References  -------------
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