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This contribution introduces OPC UA for new WI on “OPC-UA interworking” which was agreed on TP#24. It will be concluded in a new section of TR-0018 (Industrial Domain Enablement).
X
OPC-UA Interworking
X.1
Introduction of OPC-UA
X.1.1
Background
This clause introduces the background of OPC-UA. The earlier adoption of OPC classic for industrial automation and enhancement to OPC-UA will be described.
Previously there are no standards for interfacing with devices/ tools/ applications in industry. So each vendor must develop their own proprietary servers. It’s costly, inefficient and risky. There are numerous incompatible protocols. Configuration and maintenance is very complex. Island of automation is everywhere and not connected. So there is no interoperability with other system. OPC (OLE/ Object Linking and Embedding for Process Control) standard provides a standard interface for applications to communicate & exchange data & objects, and vendors only need to develop to one standard OPC interface. It will reduce cost, protect investment, and increase productivity. 

OPC standard has developed several specifications. OPC DA (Data Access) is the first one, then OPC A&E (Alarms & Events), OPC had (Historical Data Access) and so on. OPC DA has been widely adopted but has some disadvantages, such as no integration between different specifications: DA, HDA, A&E; poor connection reliability; poor security; not Firewall friendly and so on.

Then the latest OPC UA (Unified Architecture) is developed (released in 2008). OPC UA is applicable to manufacturing software in application areas such as Field Devices, Control Systems, Manufacturing Execution Systems (MES) and Enterprise Resource Planning (ERP) Systems. These systems are intended to exchange information and to use command and control for industrial processes. OPC UA defines a common infrastructure model to facilitate this information exchange. 

OPC UA is easy for configuration and maintenance. It has increased visibility, reliability, security and performance. It has platform neutrality feature and it’s compatible with legacy products. Now OPC UA is very widely used in industry, and become a very important part of Industry 4.0.
X.1.2
Key Features

This clause introduces the key features of OPC-UA, such as the features of the communication model, provided services and resource representation.
OPC UA is a Client /Server based communication which means that there may be one or more servers that waits for several Clients to make requests. Figure  X.1.2-1 shows OPC Server communication layering which has the following highlights.
· Communication architecture, 3 layers: protocol, proxy/stub, API (.NET)

· Fully based on public specifications (WSDL, SOAP etc.), platform independent.
· Efficient enough to replace DCOM

· Scalable: OPC UA “Server Profiles” defined to allow servers with different capability levels
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Figure X.1.2-1: OPC Server Communication Layering
The following are key features of OPC UA.
Architecture:

DA, A&E, Commands, Complex Data, and Object Types are integrated in OPC UA.

Designed for Federation:

Data/information from the plant floor is abstracted through information models, and flow up to enterprise systems.

Information Modeling:
The standard information model is developed and deployed to address industry domains specifics. It describes standardised Nodes of a Server’s AddressSpace. These Nodes are standardised types as well as standardised instances used for diagnostics or as entry points to server-specific Nodes. Thus, the Information Model defines the AddressSpace of an empty OPC UA Server.
Complex Data:

Use complex data can tell clients how to parse structured data.  It allows use of XML Schemas for describing XML data, and defines OPC Binary data description language that uses XML to describe binary data structures. It allows client to access device specific data descriptions.

Security:
UA Clients present credentials to UA Servers (x509 certs on both sides). UA Servers require authentication and authorization, optional message signing and encryption.
Enterprise Integration:
Enterprise can be integrated by OPC UA standard messaging system.  Asset management system, production control system, inventory management system, purchasing system, HMI (Human Machine Interface) visualization system, control system etc. can be integrated together.

Robustness /Reliability Designed & Built in:
OPC overcomes the inherent problems associated with failed communications and failed clients and servers. Sequence numbers, keep-alive, resynchronizing, and support for redundancy are highlighted.

Companion Standards:
In today’s automation systems, devices from many different manufacturers have to be integrated resulting in effort for installation, version management and device operation. This challenge can be faced best with an open and standardized device model.  For example ISA-95 common object model.

The following service set are supported by OPC UA:

· Discovery Service Set: Discover Servers (FindServers, GetEndpoints, RegisterServer)
· SecureChannel Service Set: Open /close secure communication (lower level – protocol dependent)

· Session Service Set: Open /close Session

· Attribute Service Set: Read /write data (including history)

· Subscription Service Set: Subscribe to data (receive data)

· MonitoredItem Service Set: Subscribe to data (specifying which data to subscribe to)

· View Service Set: Browsing

· Query Service Set: Querying

· NodeManagement Service Set: Add /delete Nodes and References

· Method Service Set: Method calls

X.1.3
Protocol Stack
This clause introduces the protocol stack of OPC-UA for which establishment of TCP connection is required as the foundation.
OPC UA Stack includes the following layer (see Figure X.1.3-1):

· Message Transport Layer

· Message Security Layer (Security Channel Layer in Figure X.1.3-1)
· Message Encoding Layer (Serialization Layer in Figure X.1.3-1)
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Figure X.1.3-1: The OPC UA Stack Overview
OPC UA Stack Profiles define standard combinations (see Figure X.1.3-2):

· XML Web Services (XML or UA Binary) 

· Native Binary (UA TCP, UA Secure Conversation and UA Binary)

· Native with SOAP/HTTP 
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Figure X.1.3-2: The OPC UA Stack Profile

Advantages and disadvantages of different profiles are summarized as below.
· XML Web Services Stack Profile

· Excellent tool support; firewall friendly; CPU and Bandwidth intensive

· Recommended applications: enterprise integration; MES; other general business/information applications

· Native Binary Stack Profile

· Best performance; limited Tool Support; requires firewall configuration, single TCP port per server

· Recommended Applications: Embedded Devices; PC based control; SCADA; 

· Native Binary with SOAP Stack Profile

· Mid-range performance; firewall friendly; requires UA secure conversation implementation

· Recommended applications: MES/ERP; Factory integration across the Internet
X.1.4
Information Model
This clause introduces how OPC-UA abstract real objects, define the related properties and relate objects to each other. Some examples will be given to show semantic enablement supported by OPC-UA information model, as well as the usage of OPC-UA information model to abstract industrial elements or processes (e.g. defined by ISA-95).
OPC UA provides a framework that can be used to represent complex information as Objects in an Address Space which can be accessed with standard web services. These Objects consist of Nodes connected by References.
Figure X.1.4-1 depicts how OPC UA abstracts real objects (physical objects accessible by the OPC UA Server application, e.g. PLCs which support OPC UA). Address Space is the foundation of OPC-UA Servers which are the sources of industrial data. Real objects and their components are abstracted and represented by a set of Nodes in the AddressSpace. Their definitions (by various Node Classes, related attributes or properties) and their References to relate to each other are also described. A View is a subset of the Address Space. Views are used to restrict the Nodes that the Server makes visible to the Client to simply data acquisition and limit the access control of existing data in the Servers.
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Figure X.1.4-1 OPC UA AddressSpace
OPC UA defines 8 Node Classes to describe different kinds of real objects and their relationships (can be found from Figure X.1.4-2). The Node Classes include 4 Types (ObjectType, VariableType, DataType, and ReferenceType) and 4 instances (Object, Variable, Method and View). 
· The Types are used to describe real objects and related properties (e.g. ObjectType, VariableType), represent data exposed in the AddressSpace (e.g. DataType) and allow industry specific data types to be used, or relate real objects (or their components and properties).
· Some of the Instances such as Object and Variable are the respective instances of ObjectType and VariableType Node Classes. View is defined to show the visibility of selected real objects in OPC UA Servers to data consumers (OPC UA Clients). Method defines kinds of functions exposed by OPC UA Server and these methods can be called by authorized OPC UA Clients.
· References are defined to interconnect real objects or show their properties, such as HasTypeDefinetion to show the physical type of an object, HasComponent to show the construction of a physical object, AsymmetricReference to show the relationships between an object and another one with directional interconnection. OPC UA also supports the concept of sub typing (by HasSubtype and Type definitions). This allows a modeller to take an existing Type and extend it.
For example a Variable Node represents a value that can be read or written. The Variable Node has an associated DataType that can define the actual value, such as a string, float, structure etc. It can also describe the variable value as a variant. A Method Node represents a function that can be called. Every Node has a number of Attributes including a unique identifier called a NodeId and non-localized name called as BrowseName.
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Figure X.1.4-2 Description of Instances, Types and References
An example of abstracting boiler used at the factory floor by OPC UA information model is show in Figure X.1.4-3. The left part of the figure shows the Instances which represent the physical characterises and functions of the boiler, meanwhile the right part of the figure shows the defined types using OPC UA information model.
The boiler (Boiler1) has 3 components show in the left part, a pipe (Pipe1001) to input the feedwater, a drum (Drum1001) to contain the water and the other pipe (Pipe1002) to output the stream. Both the boiler and its components are abstracted as objects, and HasComponent ReferenceType is used to describe the construction. The direction of the flow to show the working procedure of this boiler (feed water to drum, and then drum generates stream) is described by an AsymmetricReference (FlowTo). Even the pipes have their own components, such as Pipe1001 has component “Flow Transmitter” as FT1001, Drum1001 has component “Level Indicator” as LI1001.
Both the Flow Transmitter and Level Indicator are the types of field devices. Their physical types are abstracted as the right part of the figure. FT Type and LI Type are all extended sub types of FieldDeviceType, and from the HasTypeDefinition Reference Type, the type definition could be queried. The vendor information such as VersionNo, UserDocumentation could be further searched by defining another sub type of existing type “FT Type” and contain the information as a new sub type “Vendor FT Type”. The maintenance of field devices in the factory floor could be realized by relating the vendor to their products, such as HasVendor is an AsymmetricReference and it links the vendor’s Contact and Documentation information to the devices. Additionally, the References can cross server borders which mean Vendor information could be stored in ERP system as long as the Vendor information is also described by OPC UA information model.
OPC UA companion standards that permit industry groups (such as ISA/International Society of Automation-95, PLCopen) to define how their specific information models are to be represented in OPC UA Server AddressSpaces. 

ISA-95 defines its own common object models based on their standards. The defined 4 classes of Objects include Personnel Information, Role based equipment information, Physical asset information and Material information. Each of these object classes further include sub types and have instances. The defined ISA95Object, ISA95Class, ISA95Property and ISA95Reference will be mapped to corresponding OPC UA definitions, as show in Figure X.1.4-4. Industry specific data types (e.g. all data types defined by ISA-95) could be used and mapped to OPC UA data types.

When industrial data is constructed by OPC UA information model, different classes of Nodes convey different semantics and rich information could be linked to each objects to build the foundation of semantic enablement for the industrial domain.
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Figure X.1.4-3 An example of abstracting boiler at factory floor
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Figure X.1.4-4 Rules of mapping ISA-95 information models to OPC UA

X.1.5
Security

This clause introduces security consideration of OPC-UA.
The considerations in OPC-UA security include threats and objectives, security model, services, mappings and profiles. Since OPC-UA specifies a communication protocol, the focus is securing the data exchanged between applications.
· Threats and Objective

Industrial domain is consisted of various network types and threats may exist in the communication through these networks, as show in Figure X.1.5-1. By identifying the threats to the system (Table X.1.5-1), identifying the system’s vulnerabilities to these threats and providing countermeasures, industrial automation system security is achieved. The objectives have also been refined through years of experience (Table X.1.5-2).


[image: image8.emf] 

OPC Server       OPC Client   

OPC Client  Bob  

OPC Server  Alice  

OPC Serv er  

OPC Server  

OPC Client  

OPC Server       OPC Client  

 Internet  

Attacker    

OPC Client  

Attacker  Eve  

Enterprise Network  

Plant Floor Network  

Operations Network  

S  

S  

S  

S  

= Security  Boundary  Protection  

S  

OPC Client  

CA  Ted    

CA  Theresa    


Figure X.1.5-1 OPC-UA network model

Table X.1.5-1 Security threats defined by OPC-UA

	Threat
	Description

	Message flooding
	A large volume of Messages, or a single Message that contains a large number of requests

	Eavesdropping
	Unauthorized disclosure of sensitive information

	Message spoofing
	Forge Messages from a Client or a Server

	Message alteration
	Messages may be captured or modified and forwarded to OPC UA Clients and Servers.

	Message replay
	Messages may be captured and resent at a later stage without modification

	Malformed Messages
	Craft a variety of Messages with invalid Message structure or data values and send them to OPC UA Clients or Servers.

	Server profiling
	Deduce the identity, type, software version, or vendor of the Server or Client 

	Session hijacking
	Take over the Session from the authorized user.

	Rogue Server
	Builds a malicious OPC UA Server or installs an unauthorized instance of OPC UA Server

	Compromising user credentials
	Illegally obtains user credentials


Table X.1.5-2 Objectives defined by OPC-UA

	Objective
	Description

	Authentication
	The process of verifying the identity of an entity such as a client, server or user

	Authorization
	Right or permission granted to an entity to access a system resource

	Confidentiality
	Protection from data being read by unintended parties

	Integrity
	Assurance that information was not modified during transmission

	Auditing
	Includes tracking of all activities and actions including security related activities

	Availability
	Assure that no system services have been compromised to become unavailable or severely degraded


· Security Architecture 
OPC UA security architecture is shown in Figure X.1.5-2. 

The Session is implemented by UA Application (Application Layer), and responsible for high-level logical connection between client and server. The session allows user-access to server (User Authentication + Authorization) and can only be created if a Secure Channel is already established.
The Secure Channel is implemented by Communication Stack (Communication Layer) and responsible for 
Low-level logical connection between client and server. The Secure Channel secures outgoing messages and verifies incoming messages.
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Figure X.1.5-2 OPC-UA security architecture
OPC UA also defines profiles (security policy) to provide security flexibility and extendibility. An example of OPC-UA security profile is shown in Figure X.1.5-3.

[image: image10]Figure X.1.5-3 An example of OPC-UA security profile
X.1.6
Technical Comparison

This clause compares the services provided by OPC-UA and oneM2M, the resource representation of both sides and any other distinct differences.
· Communication Model
Table X.1.6-1 demonstrates the comparison between oneM2M and OPC UA with respect to communication model.

Table X.1.6-1 Comparison of communication model of oneM2M and OPC UA system
	
	oneM2M
	OPC UA

	Registration Need
	Each entity in oneM2M must perform registration procedure which establishes a relationship between CSEs/AE allowing them to exchange information. 

Registree-Registrar relationship produces routing path when transferring messages.
	To establish a connection between an OPC UA server and a client, each server needs to register with the Discovery Server, then a client could utilize Discovery Service Set to discover OPC UA server through the Discovery Server (as below).

[image: image11]

	Communication Flow
	Based on RESTful stateless request-response paradigm
Request message flow occurs from the Originator CSE to the Hosting CSE which generates Hop-by-Hop data delivery.
	OPC UA client and OPC UA server directly communicate (peer to peer) without involvement of any other OPC UA entity.
Request message occurs from OPC client and the paired OPC server then answers with Response messages.

An industrial element could be an OPC UA client meanwhile also a server to realize data exchange between different industrial systems (e.g. SCADA requests data as a client and a machine provides data as a server, then SCADA continues to provide data as a server to another client in MES). But OPC UA client and server will not forward any request and response.


· Resource Representation & Access
Table X.1.6-2
 demonstrates the comparison between oneM2M and OPC UA with respect to resource representation
Table X.1.6-2
 Comparison of resource representation of oneM2M and OPC UA system
	
	oneM2M
	OPC UA

	Functionality Exposed by Resources
	oneM2M defines common M2M services which can be used for any vertical application service domains. 

oneM2M common services are exposed via oneM2M defined resource types which comprises of <container>, <group>, <locationPolicy>, <subscription>, <request>, <delivery> etc.

Based on the device capability, oneM2M entity can be represented as CSE or AE.

oneM2M resource model provides common service layer level interoperability.
	OPC UA is designed for specific use in the industrial domain. It is a communication protocol other than a horizontal service platform such as oneM2M. The exposed services are mainly for data exchange.
For each OPC UA client, the exposed services on targeted server could be found by defined services sets (e.g. Session service, Attribute service, Subscription service). The client can further call methods defined on paired server.

E.g. By Attribute Service Set, Clients are allowed to read and write Attributes of Nodes on paired servers.

	Resource Access Control
	oneM2M control the access rights by defining  <accessControlPolicy>, which stores a representation of privileges. It is associated with resources that shall be accessible to entities external to the Hosting CSE. It controls "who" is allowed to do "what" and the context in which it can be used for accessing resources.
	OPC UA control the access range of clients to resources located on severs by View Service Set.
E.g. For device maintenance application, an electric engineer has different access right with another mechanic engineer to the attributes on the same machine. The corresponding views of them to browse attributes on the same machine (OPC UA server) differ.

	Resource Structure
	Hierarchical resource structure

<CSEBase> represents the oneM2M CSE and is the root for all the resources.

oneM2M resources have a parent-child relationship.
Each resource in oneM2M entity can be accessed via both structured (hierarchical) URI as well as un-structured (flat) URI.
	Hierarchical resource structure
In OPC UA Address Space, Nodes represent the root for all resources.
OPC UA resources also have a parent-child relationship, and also have rich references to other nodes.


· Subscription and Notification
As subscription and notification is one of the most important service used in the industrial domain, Table X.1.6-3
 demonstrates the comparison between oneM2M and OPC UA with respect to subscription and notification service/ functionality.

Table X.1.6-3
 Comparison of subscription and notification functionality of oneM2M and OPC UA System
	
	oneM2M
	OPC UA

	Subscription and Notification Functionality
	oneM2M defines Subscription and Notification CSF and realize this functionality by <subscription> to subscribe resource or events, and notify based on defined policies.
Group management can support group-based Subscription and Notification, as well as aggregated notification from group members.

oneM2M supports tracking the change of attribute(s) and direct child resource(s) of the subscribed-to resource.
	OPC UA defines a Subscription Service Set together with Monitored Item Service Set to realize flexible Subscription and Publication functionality.

OPC UA supports monitoring Attributes for value changes and monitoring Objects for Events. The definition of monitoring is richer, such as support triggering a publication after a change of Attribute value is monitored comparing with a pre-defined threshold.

Group based (batch) Subscription and Publication is under consideration but not yet supported.

OPC UA supports aggregation of publication based on defined aggregation policies (instead of based on group), such as pre-defined monitor period, or data pre-process (average, maximum or minimum).


Application Layer


Security profile A (Encryption 1 + Signature 3);


Security profile B (Encryption 2 + Signature 2); 


…





Communication Layer


Encryption Method 1; Encryption Method 2; Encryption Method 3;


Signature Method 1; Signature Method 2; Signature Method 3;


…





Transport Layer
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