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6
DDS protocol binding
6.1
DDS configuration within oneM2M Architecture
When oneM2M system supports DDS, if a M2M device accesses the oneM2M system, it should firstly send topics (which can be represented as oneM2M resource), that it wants to publish or subscribe, to DDS repository which is used to provide the centralized control sevice and can be deployed on MN or oneM2M sevice platform. DDS repository stores these topics and establishes the pub-sub relationship according to the matching of topics based on the oneM2M architecure, which defined whether the publisher and the subscriber are allowed to establish the pub-sub relationship. Simply speaking, an entity  publishes a topic is called a publisher, an entity subscribes the topic is called a subscriber. In case the topic name of a publisher is same with the topic name of a subscriber and the policies configured at the DDS repository are met, then the DDS repository establishes a pub-sub relationship for the publisher and the subscriber. Then the DDS repository sends the relationship information to notify the publisher the location of the subscriber. Once the publisher knows the location of subscriber, it will send the data to the subscriber based on the subscriber registration path.
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Figure 7.1-1: Data Exchange within oneM2M System



· 
For specific scenarios, such as data exchange between different factories (the communication model is shown in the Figure 7.1-2). In this communication model, the M2M devices and MNs in factory A and factoryB reports topics, which it wants to publish or subscribe, to the DDS repository which is deployed on oneM2M service platform. The DDS repository establishs a pub-sub relationship according to the reported topics and the oneM2M architecure. If one M2M device in factory A wants to send data to a M2M device in factory B, the DDS repository can establish the pub-sub relationships between M2M devices and MNs, and between MNs and oneM2M service platform. The data exchange path is shown by the red dotted line in figure 7.1-2. This architecture can  improve the central control capability of the platform. 
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Figure 7.1-2: The communication model  between different factories
7.2
Solution 1
7.2.1
Overview
This solution makes use of the Data Distribution Service protocol [i.5] and the RTPS [i.6] to transport serialized representations of oneM2M request and response primitives over the Mca or Mcc reference points, and provide reliable, real time communications
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Figure 7.2.1-1: Protocol Stack

The protocol stack is composed of four parts:oneM2M Primitives DCPS, RTPS, and TCP or UDP, as shown in figure 7.2.1-1. 
In order to better manage the topics, an central control mechanism is introduced. In the central control mechanism, the DDS repository which is an logical function module is introduced. The main role of the DDS repository is to establish the pub-sub relationship between oneM2M entities (AEs and CSEs) based on oneM2M architecture. After the pub-sub relationship is established, the oneM2M entities can directly communicate with each other without forwarding the data to the DDS repository.The communication between the publisher and subscriber do comply with the oneM2M architecture. The specific process and deployment of the DDS repository are presented in following sub-clauses.





There are two options for deploying the DDS repository: 
· DDS repository is co-located within oneM2M nodes, and there may exist multiple repositories.
-
DDS repository is deployed independently from oneM2M nodes. 
7.2.2
DDS repository co-located within oneM2M nodes
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Figure 7.2.2-1: DDS repository co-located scenario
Figure 7.2.2-1 shows a protocol segment view of the DDS repository co-located scenario. In this scenario, all oneM2M nodes (ADN, ASN, MN, IN) include one or more DDS Middleware. DDS repositories are implement on MN and IN. 
An oneM2M node sends its own information of topics to the DDS repository, which is pre-configured in the oneM2M node. The DDS repository records the discovery route of the oneM2M node, which reflects the registration relation of the oneM2M node. The node, that performs as the DDS repository, can also send the topics and the discovery routes that recorded locally to its registrar CSE. Table 7.2.2-1 shows the discovery route of the oneM2M nodes stored in the DDS repositories co-located in the MN nodes and the IN node.
Note: DDS Global Data Space is shown in DDS protocol layer, the real data change between two entities is based on registration in oneM2M system .
Table 7.2.2-1: Discovery Routes stored in the DDS repositories 
	DDS repository
	Discovery Route
	Corresponding oneM2M Node

	DDS Repository in IN
	PS1
	ADN1

	DDS Repository in MN1
	PS2
	ADN2

	DDS Repository in MN1
	PS3
	ASN1

	DDS Repository in IN
	PS4
	ASN2

	DDS Repository in MN2
	PS5
	MN1

	DDS Repository in IN
	PS6
	MN2

	DDS Repository in IN
	PS2-PS5-PS6
	ADN2

	DDS Repository in IN
	PS3-PS5-PS6
	ASN1


7.2.3
DDS repository deployed independently from oneM2M nodes
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Figure 7.2.3-1: DDS repository located independently from nodes
Figure 7.2.3-1 shows a protocol segment view of the DDS repository located independently from nodes. In this scenario, all oneM2M nodes (ADN, ASN, MN, IN) include one or more DDS Middleware. DDS repository exists independently, which means the DDS repository is located outside of the nodes .The DDS repository acts MN/IN-CSE to communication with IN by Mcc’ interface. The main difference between the scenario of DDS repository co-located and the scenario of DDS repository located independently from nodes is the discovery route of topics reported by oneM2M nodes.
Note: DDS Global Data Space is shown in DDS protocol layer, the real data change between two entities is based on registration in oneM2M system .
In this scenario,oneM2M nodes send information of topics to the DDS repositories according to the discovery routes illustrated in table 7.2.3-1.

Table 7.2.3-1: Discovery Routes stored in the independent DDS repository
	Discovery Route
	Corresponding oneM2M Node

	PS1–PS7
	ADN1

	PS2–PS5–PS6–PS7
	ADN2

	PS3–PS5–PS6–PS7
	ASN1

	PS4–PS7
	ASN2

	PS5 – PS6 – PS7
	MN1

	PS6 – PS7
	MN2


-----------------------End of change 1---------------------------------------------
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