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Introduction
This contribution provides further analysis of the use cases presented in clause 6, in order to identify key issues (and corresponding solutions) for the Vehicular Domain. R01 updates cosigners.
-----------------------Start of change 1-------------------------------------------
9
Key Issues for Enablement for Vehicular Domain
Editor’s Note: This clause summarizes key issues resulting from the usecases and requirements identified. Each key issue is captured in a separate clause. 

9.Y Key Issue XYZ: Subscription Aggregation

Clause 6.7 describles two requirements related to data subscription grouping or aggregation: 1)The oneM2M System shall enable M2M Gateways to group/aggregate data subscriptions to reduce the number of messages to M2M Devices; and 2) The oneM2M System shall enable M2M Gateways to distribute notifications according to how data subscriptions have been grouped/aggregated

Assuming the scenario in clause 6.7 where several remote subscribers create identical subscriptions to resources on an end M2M Device (e.g. sensor) behind an M2M gateway (e.g. the smart vehicle). A Release 2 implementation would require each subscriber  to issue separate subscription request to the M2M Device via the M2M Gateway. This produces a messaging overhead between the M2M Gateway and the M2M Device due to the transmission of multiple subscription requests which could be the same. The M2M Device needs to generate independent notifications (e.g. one for each subscriber) when the event notification criteria is satisfied, which will be transmitted via the M2M Gateway separately. In addition, the M2M Device may have memory and processing constraints designed to support a limited number of resources. In this case the burden of monitoring each subscription separately, creates a processing overhead proportional with the number of subscribers. For some constrained devices, it is not feasible to design based on service demands (i.e. how many entities are interested in subscribing) rather than on the resources supported.

This results in the following issue: 

· Handling of multiple subscription requests with the same criteria introduces request and notification messaging overhead which is duplicated for M2M Devices behind an M2M Gateway. 
e AE, in order e monitoring ger relevant.n time associated with ther regisratoion.hop around for another credi -----------------------End of change 1 ------------------------------------------
-----------------------Start of change 2 ------------------------------------------
10
 Potential Solutions for the Key Issues

Editor’s Note: This clause summarizes solutions for the Key Issues. Each solution is captured in a separate clause.

10.Y Solution AA 

10.Y.1 Solution Description

In order to address the Key Issue XYZ, a middle node (e.g. the M2M Gateway in Clause 6.7) can group or aggregate subscription requests received from multiple subscribers, generate one aggregated subscription request, and only forward this aggregated subscription request to the resource host (e.g. the M2M Device in Clause 6.7). The basic procedure is described below:
Step 1: The resource host may publish/announce its resources and associated event notification criteria to the middle node, which could be the registrar CSE of the resource host. This message contains a list of following parameters.

· resourceID: the identifier of the source which can be subscribed.

· eventNotifCriteria: the event notification criteria associated with the resource as denoted by resourceID.

· whiteSubList: the list of subscribers which are allowed to make subscription to the resource as denoted by resourceID. 

· blackSubList: the list of subscribers which are not allowed to make subscription to the resource as denoted by resourceID.

· Access control criteria for allowing or disallowing subscribers. Note that the access control criteria could be based on the location of subscribers, the service or application type of subscribers, etc. 
Step 2: The middle node maintains the list of resouceID and its eventNotifCriteria. It sends a response back to the resource host. 

Step 3: Each subscriber sends a subscription request to the middle node. Besides resourceID, notifURI, and eventNotifCriteria, this message could optionally contain a new parameter aggrgFlag. Note that the destination of this message is the middle node. 

· aggrgFlag: a flag to indicate if the subscriber likes this subscription request to be aggregated (e.g. if aggrgFlag=TRUE) or not (e.g. if aggrgFlag=FALSE). 
Step 4: The middle node finds that those subscription requests in Step 3 from multiple subscribers can be aggregated (e.g. they have the same resourceID and eventNotifCriteria; and the subscribers are in the whiteSubList as received in Step 1). Then it aggregates those subscription requests, creates a subscription group SG(i), and generates an aggregated subscription request. The middle node also creates a notification group NG(i), which contains all notifURI received from all subscribers in Step 3. 
Step 5: The middle node sends an aggregated subscription request to the resource host. This message may contain the following parameters, which are associated with SG(i). In addition, the middle node maintains the mapping relationship between SG(i) and NG(i). 

· resourceID: the identifier of resource which multiple subscribers are interested. 

· eventNotifCriteria: the event notification criteria multiple subscribers indicate. 

· newNotifURI: indicates the address which the resource host should send the notification to (i.e. the address of the middle node or the identifier of SG(i) being created during subscription aggregation in Step 4. 

· subscriberList: the list of original subscribers included in SG(i). This parameter may be optional. 
Step 6: The resource host sends a response back to the middle node. If subscriberList is included in Step 5, the resource host may disapprove some subscribers. If that happens, the middle node will update NG(i) accordingly. 

Step 7: An event corresponding to eventNotifCriteria in Step 3 occurs. 

Step 8: The resource host sends a notification to newNotifURI which was indicated in Step 5.

Step 9: The middle node receives the notification and distributes it to all subscribers and their notification targets as indicated in Step 3 and captured in NG(i). 
Step 10: Subscribers and their notification targets send a response to the middle node. 
Step 11: The middle node sends a response back to the resource host.
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Figure 10.X.1-1: Solution Procedures for Subscription Aggregation

10.Y.2 Solution Applicability

This solution applies to Key Issue XYZ in the Clause 9.Y
-----------------------End of change 2 ------------------------------------------
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