	Doc# ARC-2017-0090-TR-0024_other_sections
Change Request
	[image: image17.png]






	


	CHANGE REQUEST

	Meeting ID:*
	ARC 27.1

	Source:*
	Catalina Mladin, Convida, Mladin.Catalina@convidawireless.com 

	Date:*
	2017-02-23

	
	

	Reason for Change/s:*
	Proposes how the oneM2M system may leverage the Low Access Priority Indicator 

	CR  against:  Release*
	Release 3

	CR  against:  WI*
	 FORMCHECKBOX 
 Active WI-0058
 FORMCHECKBOX 
 MNT maintenance / < Work Item number(optional)>
Is this a companion CR? Yes  FORMCHECKBOX 
 No  FORMCHECKBOX 

Companion CR number: (Note to Rapporteur - use latest agreed revision)Is this a mirror CR? Yes  FORMCHECKBOX 
 No  FORMCHECKBOX 

Mirror CR number: (Note to Rapporteur - use latest agreed revision)

 FORMCHECKBOX 
 STE Small Technical Enhancements / < Work Item number (optional)>
Only ONE of the above shall be ticked

	CR  against:  TS/TR*
	TR-0024, Version 2.0.3

	Clauses *
	8.2, 8.3, 8.4, 8.6

	Type of change: *
	 FORMCHECKBOX 
 Editorial change
 FORMCHECKBOX 
 Bug Fix or Correction
 FORMCHECKBOX 
 Change to existing feature or functionality
 FORMCHECKBOX 
 New feature or functionality
Only ONE of the above shall be ticked

	Impacted other TS/TR(s)
	N/A

	Post Freeze checking:*
	This CR contains only essential changes and corrections?  YES  FORMCHECKBOX 
  NO  FORMCHECKBOX 

This CR may break backwards compatibility with the last approved version of the TS?       YES 
  NO 


	Template Version: January 2017 (Do not modify)


oneM2M Notice

The document to which this cover statement is attached is submitted to oneM2M.  Participation in, or attendance at, any activity of oneM2M, constitutes acceptance of and agreement to be bound by terms of the Working Procedures and the Partnership Agreement, including the Intellectual Property Rights (IPR) Principles Governing oneM2M Work found in Annex 1 of the Partnership Agreement.

GUIDELINES for Change Requests:

Provide an informative introduction containing the problem(s) being solved, and a summary list of proposals.

Each CR should contain changes related to only one particular issue/problem.
In case of a correction, and the change apply to previous releases, a separate “mirror CR” should be posted at the same time of this CR
Mirror CR: applies only when the text, including clause numbering are exactly the same.

Companion CR: applies when the change means the same but the baselines differ in some way (e.g. clause number).
Follow the principle of completeness, where all changes related to the issue or problem within a deliverable are simultaneously proposed to be made E.g. A change impacting 5 tables should not only include a proposal to change only 3 tables. Includes any changes to references, definitions, and acronyms in the same deliverable.
Follow the drafting rules.
All pictures must be editable.
Check spelling and grammar to the extent practicable.
Use Change bars for modifications.
The change should include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change. Additions of complete clauses need not show surrounding clauses as long as the proposed clause number clearly shows where the new clause is proposed to be located.
Multiple changes in a single CR shall be clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.
When subsequent changes are made to content of a CR, then the accepted version should not show changes over changes. The accepted version of the CR should only show changes relative to the baseline approved text. 
Introduction

This contribution provides updates to TR-0024 to include sections for Key Issues and Requirements capturing input needed by 3GPP. It provides this input for the sections which have not been addressed in this regard via other contributions at TP#27.
-----------------------Start of Change 1-------------------------------------------

8.2
Configuration of Device Triggering Recall/Replace
8.2.1
Description
Device Triggering is the means by which a SCS sends information to the UE via the 3GPP network to trigger the UE to perform application specific actions that include initiating communication with the SCS for the indirect model or an AS in the network for the hybrid model. Device Triggering is required when an IP address for the UE is not available or reachable by the SCS/AS.
Device triggering recall/replace functionality allows a SCS to recall or replace previously submitted trigger messages which are not yet delivered to the UE.
8.2.2
Feature Analysis 
oneM2M uses the 3GPP Release-13 MTC feature for Device Trigger Recall/Replace to request to recall or replace previous Device Trigger message by using the oneM2M Device Tigger resource to provide the corresponding 3GPP information.
A signalling sequence for Device Trigger Recall/Replace is described in the clause 5.2.3 of 3GPP TS 23.682 [i.5]. Figure 8.2.2-1 provides the signalling sequence derived from the 3GPP specification with oneM2M terminologies mapping (3GPP TS 23.682 [i.5], figure 5.2.3.1-1).
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Figure 8.2.2-1: Device trigger recall/replace procedure over Tsp

1.
The SCS determines it needs to recall/replace a trigger message that it has previously submitted. The SCS sends Device Action Request (External Identifier or MSISDN, SCS Identifier, old trigger reference number, new trigger reference number, validity period, priority, Application Port ID and trigger payload) message with action type set to "Trigger Recall Request" or "Trigger Replace Request". The SCS needs to include new trigger reference number, validity period, priority, Application Port ID and trigger payload for trigger replace request only. The old trigger reference number indicates the trigger reference number which was assigned to the previously submitted trigger message that the SCS wants to cancel. The new trigger reference number is assigned by the SCS to the newly submitted trigger message.


If the SCS is not authorized to perform device triggering or the SCS has exceeded its quota or rate of trigger submission over Tsp, the MTC-IWF rejects the Device Action Request message with action type set to "Trigger Recall Request" or "Trigger Replace Request" by sending a Device Action Answer message with a cause value indicating the reason for the failure condition, and the flow stops at this step.

NOTE 1:
The validity period in a trigger replace request needs to be greater than zero for the MTC-IWF to attempt its delivery.

2.
The MTC-IWF sends a Subscriber Information Request (External Identifier or MSISDN and SCS Identifier) message to the HSS/HLR to determine if SCS is authorized to perform device triggering to the UE. This message is also to resolve the External Identifier or MSISDN to IMSI and retrieve the related HSS stored "Routing information" including the identities of the UE's serving CN node(s) which are needed for trigger replace request only.

NOTE 2:
Optionally, mapping from External Identifiers to MSISDN is also provided for legacy SMS infrastructure not supporting MSISDN-less SMS.

3.
The HSS/HLR sends the Subscriber Information Response (IMSI and/or MSISDN and related "Routing information" including the serving node(s) identities, cause) message. The IMSI and/or MSISDN and related "Routing information" including the serving node(s) identities in the Subscriber Information Response message is only needed for trigger replace request and not used by MTC-IWF for trigger recall request. HSS/HLR policy (possibly dependent on the VPLMN ID) may influence which serving node identities are returned. If the cause value indicates the SCS is not allowed to perform device triggering to this UE, or there is no valid subscription information, the MTC-IWF sends a Device Action Answer message with a cause value indicating the reason for the failure condition and the flow stops at this step. Otherwise this flow continues with step 4.

4.
If trigger message which should be recalled or replaced was submitted to a SMS-SC as defined in clause 5.2.2 of 3GPP TS 23.682 [i.5], T4 device trigger replace procedure according to clause 5.2.3.2 of 3GPP TS 23.682 [i.5] or T4 device trigger recall procedure according to clause 5.2.3.3 of 3GPP TS 23.682 [i.5] is performed.

5.
The MTC-IWF indicates trigger recall/replace success or failure in Device Action Answer message to the SCS. The MTC-IWF generates the necessary CDR information including the External Identifier or MSISDN and SCS Identifier.


If recall/replace of a trigger is successful, this is reflected in the "Device Trigger Report" of the original trigger message (per step 7 in clause 5.2.1 of 3GPP TS 23.682 [i.5]) with delivery outcome "Recalled"/"Replaced".

NOTE 3:
If recall/replace of a trigger failed because the trigger was already delivered or has expired, a "Device Trigger Report" of the original trigger will already have been created with the appropriate delivery outcome.

6.
For trigger replace request, the new trigger message will be delivered to the UE immediately or when the UE is available following steps 4 - 9 as defined in clause 5.2.2 of 3GPP TS 23.682 [i.5].


A set of Device Trigger Recall/Replace parameters can be associated with a Device Trigger Recall/Replace request, as defined in table 8.2.3-1.

Table 8.2.3-1: Device Trigger Recall/Replace parameters
	Parameter
	Description

	External Identifier or MSISDN
	It is used to identify the corresponding External Identifiers in the delivery report. This can be also the MSISDN if used.

	SCS Identifier
	It is used to allow the SMS SC to send the trigger response back to the appropriate SCS.

	old trigger reference number
	This is to identify the previous device trigger request.

	new trigger reference number
	This is to identify the device trigger recall/replace request.

	validity period
	To indicate the time period for which the trigger request is valid.

	priority
	It is used to indicate the priority of trigger request.

	SMS Application Port ID
	It is used to route the short message to the triggering function in the UE.

	trigger payload
	The SMSC will store the Trigger payload until it receives the delivery confirmation.

	NOTE 1:
The Trigger Payload is stored as user data in SMS-SC.

NOTE 2:
Priority, Validity period and SMS Application Port ID are included in the Trigger payload.


8.2.3 Key Issues and Requirements

8.2.3.1 Key SCEF NorthBound API Requirements

	Number
	Description
	Notes

	REQ-8.2-01
	Device Triggering Request
	

	REQ-8.2-02
	Device Trigger Recall/Replace Request
	


8.2.3.2 Possible Impacts on the SCEF Southbound Interface

N/A

8.2.3.3. Further 3GPP Requirements and Clarifications

N/A
8.2.3.4. oneM2M Key Issues

Provide support for Device Triggering Recall/Replace functionality.
Note: Solution 1 proposed in clause 8.2.4.1 implemented in Release 2.
8.2.4
Solution(s)

8.2.4.1
Solution1

8.2.4.1.1
Proposed resource types and attributes

This clause provides information of new resource types and new attributes including relationship with existing resource types and attributes.
The attribute triggerReferenceNumber  is suggested to put under  the <remoteCSE> resource in table 9.6.4-3 oneM2M TS-0001 [i.9].

Table 8.2.4.1.1-1: Attribute triggerReferenceNumber adds under <remoteCSE>
	Attributes of <remoteCSE>
	Multiplicity
	RW/

RO/

WO
	Description
	<remoteCSEAnnc> Attributes

	triggerReferenceNumber
	0..1
	RW
	This is to identify device trigger request. This attribute is used only for device trigger and assigned by the IN-CSE. 
	NA


8.2.4.1.2
Proposed Flow(s)

Figure 8.2.4.1.2-1 depicts a generic procedure for device triggering recall/replace between oneM2M and 3GPP network.
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Figure 8.2.4.1.2-1: General device triggering recall/replace procedure
between oneM2M and 3GPP network

Pre-condition

The IN-CSE has already send device trigger request to 3GPP network and connectivity is not established yet.
Step-1: Device Trigger Recall/Replace request

IN-CSE issues the device trigger Recall/Replace request to 3GPP network.

Some information provided to 3GPP Network for device trigger recall/replace includes:

· M2M-Ext-ID associated with the ASN/MN-CSE as the target of the triggering request.

· IN-CSE ID which could be used by 3GPP network to authorize the IN-CSE for device trigger recall/replace.

· The old trigger reference number was assigned to the previously submitted trigger message that the IN-CSE wants to recall/replace.

· For trigger replace request, the new trigger reference number which is assigned by the IN-CSE to the newly submitted trigger message.
Step-2: 3GPP Network Device Trigger Recall/Replace procedure

Device Trigger Recall/Replace procedure is performed in 3GPP Network, which is specified in 3GPP TS 23.682 [i.5].

Step-3: Device Trigger Recall/Replace response

The IN-CSE receives a response for the Device Trigger Recall/Replace request via the Mcn reference point.

Step-4: For trigger replace request, deliver new trigger message.
For trigger replace request, the new trigger message will be delivered to the target Node as specified in 3GPP TS 23.682 [i.5].
----------------------- End of Change 1-------------------------------------------

-----------------------Start of Change 2 -------------------------------------------

8.3
Configuration of Traffic Patterns
8.3.1
Description
M2M devices that have predicable communication behaviour - e.g. in the form of repeating Traffic Patterns - can profit in terms of reduction of signalling, energy saving, fewer sleep/awake transitions, etc., when their Traffic Patterns are communicated to the underlying network.

EXAMPLE 1:
3GPP devices could use new 3GPP power savings features such as eDRX (extended discontinuous reception) and PSM (Power Saving Mode) on LTE devices.

Also the underlying network can benefit from being informed about a device's Traffic Patterns by the oneM2M System.

EXAMPLE 2:
If the IN-CSE knows the device's Traffic Patterns and transmits them to an underlying 3GPP network, then this information can be used by a 3GPP network to set the device's "Maximum Response Time" (3GPP Term) to tune the UE's DRX and PSM parameters.

Thus the network will benefit because the UE will have fewer sleep/wake transitions and unnecessary signalling in the network can be avoided.  Also, if the IN-CSE knows when the device is awake then data can be sent to the device exactly at the time when the device is listening, thus requiring the network to buffer less data for unavailable devices.

The purpose of the Configuration of Traffic Patterns feature is to provide a means to the oneM2M System  to inform the Underlying Network on parameters that can be used for optimizing the processing at the Underlying Network for a specific Field Domain Node. The feature includes the following functionalities:

· An Application Entity (AE) or a Common Service Entity (CSE) shall be able to provide information on the communication behavior of a Field Domain Node (ASN or MN) to the underlying network.
· To that purpose the AE or CSE shall be able to set Traffic Patterns of a particular Field Domain Node via the Mca or Mcc reference point of a IN-CSE:

1. The Field Domain Node is addressed using the (NodeID, AE-IDs) of the Node.

· The IN-CSE shall in turn use the Mcn interface towards the Underlying Network to provide information on Traffic Patterns of a the Field Domain Node:

2. The IN-CSE uses the M2M-Ext-ID to identify the Node towards the Underlying Network.
8.3.2
Feature Analysis 
oneM2M uses the 3GPP Release-13 MTC feature for Configuration of Device Communication Patterns in the Underlying Network by using the oneM2M Traffic Patterns resources to provide the corresponding 3GPP information. 
To that purpose the IN-CSE translates the oneM2M Traffic Patterns (TP) resource into a 3GPP Device Communication Pattern (CP) parameters.

A signalling sequence for provisioning of CP parameters is described in the clause 5.10.2 of 3GPP TS 23.682 [i.5]. Figure 8.3.2-1 provides the signalling sequence derived from the 3GPP specification with oneM2M terminologies mapping.
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Figure 8.3.2-1: Signalling sequence for provisioning of CP Parameters
3GPP TS 23.682 [i.5] makes assumptions for SCS/AS and SCEF of step 1 and step 2 as below.
==== Begin citation from 3GPP TS 23.682 [i.5] =====

1.
The SCS/AS sends an Update Request (External Identifier or MSISDN, SCS/AS Identifier, SCS/AS Reference ID(s), CP parameter set(s), validity time(s), SCS/AS Reference ID(s) for Deletion) message to the SCEF.

NOTE 1:
The SCS/AS uses this procedure to add, change or delete some or all of the CP parameter sets of the UE, e.g. if the AS is aware that the UE has started or stopped moving for a significant time period, especially if the AS is instructing the UE to do so, then the SCS/AS provides the corresponding CP parameter set(s) and its validity time to the SCEF. The interface between SCEF and SCS/AS is outside the scope of 3GPP and the messages in the Figure are exemplary.

2.
The SCEF checks if the SCS/AS is authorized to send CP requests. The SCEF filters and the selects the CP parameter sets(s) for add/modify/delete based on operator policy or configuration.

NOTE 2:
If there are several CP parameter sets active for one UE, then the SCEF assures that the different CP parameter sets are not overlapping, e.g. based on the Scheduled communication time and/or Communication duration time parameters.

EXAMPLE 1:
For example, one CP parameter set may indicate that the UE is scheduled to communicate at 04:00 every day for 30 seconds, and another CP parameter set may indicate that the UE is scheduled to communicate at 23:30 every day for 45 seconds. These would be non-overlapping CP parameter sets.

EXAMPLE 2:
As a second example, if one CP parameter set indicated that the UE is scheduled to communicate at 04:00 every day for 30 seconds and another CP parameter set indicated that the UE is scheduled to communicate at 04:00 every day for 90 seconds, the two CP parameter sets would be overlapping.

In this release, to avoid receiving CP parameter sets from multiple SCEFs that might be overlapping, the HSS shall accept CP parameter sets from only a single SCEF for a given UE.
==== End citation from 3GPP TS 23.682 [i.5] =====

3GPP TS 23.682 [i.5] defines the request message of step 3 as below.
==== Begin citation from 3GPP TS 23.682 [i.5] =====

The SCEF sends Update CP Parameter Request (External Identifier or MSISDN, SCEF Reference ID(s), SCEF Address, CP parameter set(s), validity time(s), SCEF Reference ID(s) for Deletion) messages to the HSS for delivering the selected CP parameter set(s) per UE. There may be multiple CP parameter sets included in this message where each CP parameter set for addition or modification has been determined to be non-overlapping with other CP parameter sets either included in the message or already provisioned for a given UE. The SCEF derives the SCEF Reference (IDs) for CP parameter sets to be sent to the HSS based on the SCS/AS Reference ID(s) from the SCS/AS.

NOTE 3:
A request for deletion of a CP parameter set from the SCS/AS may result in a request for modification of the non-overlapping CP parameter set by the SCEF.
==== End citation from 3GPP TS 23.682 [i.5] =====

EXAMPLE:
In the case that the selected server NSE is a 3GPP HSS, the protocol of the S6t reference point defined by 3GPP is used for the request. The S6t uses one of Diameter Application protocols defined by 3GPP. The request on the S6t reference point for the configuration of the CP parameter sets (a CIR command)includes a User-Identifier AVP (either an External Identifeir or a MSISDN of the UE), may include one or more AESE‑Communication-Pattern AVP. An AESE‑Communication-Pattern AVP  includes a SCEF-ID AVP (represent the ID of the IN‑CSE or M2M-SP-ID), may include a SCEF-Reference-ID AVP (assigned by the IN-CSE or M2M-SP to identify the configuration of CP parameter sets uniquely) , may include one or more Communication-Pattern-Set AVP. A Communication-Pattern-Set AVP may include AVPs for Periodic-Communication-Indicator, Communication-Duration-Time, Periodic-Time, one or more Scheduled-Communication-Time, Stationary-Indication, and Validity-Time.
3GPP TS 23.682 [i.5] defines the response message of step 5 as below.
==== Begin citation from 3GPP TS 23.682 [i.5] =====

The HSS sends Update CP Parameter Response (SCEF Reference ID, Cause) message to the SCEF. The cause value indicates successful subscription update or the reason of failed subscription update.
==== End citation from 3GPP TS 23.682 [i.5] =====

EXAMPLE 2:
In the  case that  the selected server NSE is a 3GPP HSS, the protocol of the S6t reference point defined by 3GPP is used for the response. The response on the S6t reference point for the configuration of the CP parameter sets (a CIA command) includes either Result-Code AVP or Experimental-Result AVP, may include a User-Identifier AVP if successful case, may include one or more AESE-Communication-Pattern-Config-Status AVP. An AESE-Communication-Pattern-Config-Status AVP includes the SCEF-Reference-ID AVP (same value in the request), may include the SCEF-ID (same value in the request) and an AESE-Error-Report AVP. Refer to the 3GPP TS29.336 for the detailed protocol description.
The actual parameters for the request and response messages in above steps 3 and 5 are defined by 3GPP TS 29.336 [i.10], clauses 7 and 8 for S6t reference point.

A set of Traffic pattern (TP) parameters can be associated with a Traffic Pattern of one or multiple field domain nodes and are defined in table 8.3.3-1.

A Field Domain Node can be associated with one or multiple Traffic Patterns. At any time only a single Traffic Pattern can be associated with a Field Domain Node.
The IN-CSE shall assure that different Traffic Patterns for a Node are not overlapping at any point in time.
A combination of the following TP parameters can be set for a Traffic Pattern.

Table 8.3.3-1: Traffic Pattern parameters
	TP parameter
	Description

	TP Periodic communication indicator
	Identifies whether the Node communicates periodically or not, e.g. only on demand.

	TP Communication duration time
	Duration interval time of periodic communication [may be used together with TP periodic communication indicator].

EXAMPLE:
5 minutes.

	TP Time period
	Interval Time of periodic communication [may be used together with TP periodic communication indicator].

Example: every hour.

	TP Scheduled communication time
	Time zone and Day of the week when the Node is available for communication.

EXAMPLE:
Time: 13:00-20:00, Day: Monday.

	TP Stationary indication
	Identifies whether the Node is stationary or mobile.

	TP Data size indication
	indicates the expected data size for the pattern.

	TP Validity time
	The time after which a TP becomes invalid once it had been set.


8.3.3 Key Issues and Requirements

8.3.3.1 Key SCEF NorthBound API Requirements

	Number
	Description
	Notes

	REQ-8.3-01
	Configure Traffic Patterns
	

	REQ-8.3-02
	Update Traffic Patterns
	


8.3.3.2 Possible Impacts on the SCEF Southbound Interface

N/A

8.3.3.3. Further 3GPP Requirements and Clarifications

N/A
8.6.3.4. oneM2M Key Issues

Provide support for the configurations of Traffic Patterns.

Note: Solution 1 proposed in clause 8.3.4.1 implemented in Release 2.
8.3.4
Solution(s)

8.3.4.1
Solution1

8.3.4.1.1
Proposed resource types and attributes
This clause provides information of new resource types and new attributes including relationship with existing resource types and attributes.
Proposed new resource types are as below:
· Resource Type <trafficCharacteristics>:
3. Note: It is child resource of existing Resource Type <AE> or <node>.
· Resource Type <trafficPattern>.

NOTE:
It is child resource of new Resource Type <trafficCharacteristics>.
Detailed information of new resource types are described in subclauses below.
8.3.4.1.1.1
Resource Type <trafficCharacteristics>

The <trafficCharacteristics> resource represents the characteristic information (e.g. communication pattern, mobility pattern, etc.) of a field domain node. This information may be detected or scheduled by application level processing. This resource type is used to share information with other entities such as the underlying network entity (server NSE) of the field domain node which may optimize the processing of the underlying network for the specific field domain node.
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Figure 8.3.4.1.1.1-1: Structure of <trafficCharacteristics> resource

The <trafficCharacteristics> resource shall contain the child resources specified in table 8.3.4.1.1.1-1.
Table 8.3.4.1.1.1-1: Child resources of <trafficCharacteristics> resource

	Child Resources of <trafficCharacteristics>
	Child Resource Type
	Multiplicity
	Description
	<trafficCharacteristicsAnnc> Child Resource Types

	[variable]
	<subscription>
	0..n
	
	<subscription>

	[variable]
	<trafficPattern>
	0..n
	See clause 8.3.4.1.1.2.
A source AE can create multiple number of <trafficPattern> resources for a single target AE of field domain node. In this case the source AE assures that different communication patterns are not overlapping at any point in time.
	<trafficPatternAnnc>


The <trafficCharacteristics> resource shall contain the attributes specified in table8.3.4.1.1.1-2.
Table 8.3.4.1.1.1-2: Attributes of <trafficCharacteristics> resource

	Attributes of <deviceCharacteristics>
	Multiplicity
	RW/

RO/

WO
	Description
	<trafficCharacteristicsAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	parentID
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	creationTime
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	Labels
	0..1 (L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	announceTo
	0..1(L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	announcedAttribute
	0..1(L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	creator
	1
	WO
	The AE-ID of the entity which created the resource.
	OA


8.3.4.1.1.2
Resource Type <trafficPattern>

The <trafficPattern> resource represents the communication pattern and the mobility pattern of a field domain node to be shared with other entities such as the underlying network entity (NSE) of the field domain node which may optimize the processing of the underlying network for the specific field domain node by using this information.
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Figure 8.3.4.1.1.2-1: Structure of <trafficPattern> resource

The <trafficPattern> resource shall contain the child resources specified in table 8.3.4.1.1.2-1.
Table 8.3.4.1.1.2-1: Child resources of <trafficPattern> resource

	Child Resources of <trafficPattern>
	Child Resource Type
	Multiplicity
	Description
	<trafficPatternAnnc> Child Resource Types

	[variable]
	<subscription>
	0..n
	
	<subscription>

	[variable]
	<schedule>
	0..1
	It provides the mask for the day of week, the starting time and end time for communication. If it is not provided this shall be interpreted as ‘anytime' at the NSE.
	<scheduleAnnc>


The <trafficPattern> resource shall contain the attributes specified in table 8.3.4.1.1.2-2.
Table 8.3.4.1.1.2-2: Attributes of <trafficPattern> resource

	Attributes of <trafficPattern>
	Multiplicity
	RW/

RO/

WO
	Description
	<trafficPatternAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	parentID
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	creationTime
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	Labels
	0..1 (L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	announceTo
	0..1(L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	announcedAttribute
	0..1(L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	provideToNSE
	0..1
	RW
	It indicates as ‘TRUE' or ‘FALSE' whether the traffic pattern shall be provided to a NSE
	OA

	periodicIndicator
	0..1
	RW
	It indicates as  ‘Periodical' or ‘On demand'.
	OA

	periodicDurationTime
	0..1 
	RW
	It provides the time in seconds of the duration of the periodic communication.
	OA

	periodicIntervalTime
	0..1
	RW
	It provides the time in seconds of the interval for periodic communication.
	OA

	stationaryIndication
	0..1
	RW
	It indicates as ‘Stationary (Stopping)' or ‘Mobile (Moving)'.
	OA

	dataSizeIndicator
	0..1
	RW
	It indicates the expected data size for the pattern
	OA

	validityTime
	0..1
	RW
	It contains the point of time when the informed <trafficPattern> information to the NSE becoming invalid and shall be deleted at the NSE.
	OA


8.3.4.1.2
Proposed Flow
This clause describes the procedure for resource management of Traffic Patterns to a set of field nodes. Figure 8.3.4.1.2‑1 depicts a general procedure for configuration of Traffic Patterns.
The procedure needs to be harmonized with the figure 8.3.2-1.
 SHAPE  \* MERGEFORMAT 



Figure 8.3.4.1.2-1: General procedure for configuration of Traffic Patterns

Step-1: Provide information on the behavior of a field domain AE or field domain Node

An AE (IN-AE or an AE of the Field Domain Node that reports its communication behaviour) provides the hosting CSE (i.e. ASN/MN-CSE) of the field domain AE/Node with information on the communication behavior of the AE/Node (i.e. TP parameter sets) by creating, updating or deleting its Traffic Patterns (TP).

The AE may provide TP parameter sets for a group of field domain nodes .

The request shall include:

· the originator AE-ID of the requesting AE;

· a target identifier: i.e. the <trafficCharacteristics> child resource of a <node> resource or an <AE> resource of the field domain node or a group identifier of multiple field domain AEs/nodes for which the Traffic Patterns is provided; and

· a set of TP parameters  as indicated in table 8.3.3-1.

The request may include multiple of TP parameter set(s) and validity time(s).

If the hosting CSE has received a request from an AE to create, update or delete Traffic Patterns it shall check if the request from the AE is valid (see note 1).

NOTE 1:
Apart from checking access rights of the AE the validation of the request from the AE could include:
· Consistency with  <schedule> resources supported by an M2M SP in various M2M entities (MN-CSE, ASN) hosting this AE/Node.

· If there are several TP parameter sets active for one Field Domain Node, then the original resource hosting CSE assures that the different TP parameter sets are not overlapping.
Step-2: Announce the Traffic Patterns to the IN-CSE that has an interface to the NSE 
If the hosting CSE recognizes an announcement procedure is needed, it shall announce the Traffic Patterns received from the AE to the IN-CSE that has an interface to the NSE contained in the "AnnounceTo" attribute of the Traffic Patterns resources based on the existing announcement procedures.
Step-3: Select the server NSE to request for the configuration of the TP parameter sets

If the IN-CSE receives an announced Traffic Patterns and the IN-CSE recognizes the configuration of the Traffic Patterns  at the NSE is needed by checking "provideToNSE" attribute, the IN-CSE shall perform subsequent steps. 
For the configuration of the TP parameter sets for a specific field domain node, the IN-CSE selects the NSE by using the identifier of the Field Domain Node (i.e. the M2M-Ext-ID) by which the Node can be identified in the NSE. 

NOTE 2:
The correct server NSE can be found by following of a chain of links of multiple resources in the IN‑CSE, e.g. the nodeLink in the AEAnnc resource of a target AE of field domain node linking to the nodeAnnc resource having the hostedCSELink linking to the remoteCSE resource having  the M2M‑Ext‑ID linking to the UNetwork-ID of the server NSE. (See clauses 7.1.8 and 7.1.9 in oneM2M TS‑0001 [i.9].)

Step-4: Request for the configuration of the TP parameter sets

For each field domain node received in the AE request the IN-CSE sends a request to provide TP parameter sets for the field domain node to the NSE, using the appropriate Mcn protocol. The request includes an identifier of the filed domain node and one or more TP parameter set(s) as defined at clause 8.3.3.

NOTE 3:
If the Underlying Network is 3GPP-compliant, see clause 8.3.2 for more details.
Step-5: Response for the configuration of the TP parameter sets

The IN-CSE receives the response for the configuration of the TP parameter sets from the NSE. The response includes the result of the request.

NOTE 4:
If the Underlying Network is 3GPP-compliant, see clause 8.3.2 for more details.
----------------------- End of Change 2-------------------------------------------

-----------------------Start of Change 3-------------------------------------------

8.4
Configuration of  Background Data Transfers

8.4.1
Description

In the cellular network, management of the background mode traffic for M2M devices may result in significant gains for the network and improved battery life for devices. These gains may be obtained, for example, by minimizing the number network connection attempts and the time spent in connected radio state. and as such save network resources device power consumption.

The purpose of this feature is to provide a means to the oneM2M System to inform the Underlying Network of parameters that can be used for optimizing the background data traffic at the Underlying Network for a set of Field Domain Node. Such parameters may include the expected amount of UEs in the set, a desired time window for the transfer and network area information. At the same time the oneM2M system may be informed of Underlying Network policies to be used for the given background data transfer request.

The feature includes following functionalities:

· An Application Entity (AE) or a Common Service Entity (CSE) will provide information on the background data transfer (e.g. expected data volume per UE) for a set of Field Domain Nodes (ASN or MN).
· The IN-CSE will in turn use the Mcn interface towards the Underlying Network to provide the background data transfer information to the Underlying Network.
· The IN-CSE may be provided with possible transfer policies for background data transfer by the Underlying Network, which may in turn be provided to the initiating Application Entity (AE) or a Common Service Entity (CSE).

8.4.2
Feature Analysis
oneM2M uses the 3GPP Release-13 MTC feature for Background Data Transfer to request data transfers in the Underlying Network by using the oneM2M Background Data Transfer resource to provide the corresponding 3GPP information.

A signalling sequence for resource management for Background Data Transfer is described in the sub-clause 5.9 of 3GPP TS 23.682 [i.5]. Figure 8.4.2-1 provides the signalling sequence derived from the 3GPP specification with oneM2M terminologies mapping.
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Figure 8.4.2-1: Resource management for background data transfer

3GPP TS 23.682 [i.5] defines the IN-CSE step 3, referencing 3GPP TS 23.203 [i.11] clause 7.11.1.
3.
The SCEF selects any of the available PCRFs and triggers the Negotiation for future background data transfer procedure with the PCRF. The SCEF forwards the parameters provided by the SCS/AS. The PCRF responds to the SCEF with the possible transfer policies and a reference ID.

3GPP TS 23.682 [i.5] defines the IN-CSE steps 7 and 8 as below, referencing also 3GPP TS 23.203 [i.11] clause 7.11.1.
7.
The SCEF continues the Negotiation for future background data transfer procedure with the PCRF. The PCRF stores the reference ID and the new transfer policy in the SPR.

8.
When the SCS/AS contacts the same or a different PCRF at a later point in time for an individual UE (via the Rx interface), the SCS/AS will provide the reference ID. The PCRF correlates the SCS/AS request with the transfer policy retrieved from the SPR via the reference ID. The PCRF finally triggers PCC procedures according to 3GPP TS 23.203 [i.11] to provide the respective policing and charging information to the PCEF for the background data transfer of this UE.
NOTE 1:   3GPP TS 23.682 [i.5] indicates that SCS/AS contacts the PCRF to enable the background data transfer policy. This implies that the SCS/AS must have an interface to the SCEF to request the policy and another, diameter based Rx interface to activate the policy. It should be clarified if the SCS/AS may be able to activate the policy via the SCEF.
The referenced procedure in 3GPP TS 23.203 [i.11] clause 7.11.1. enables the negotiation between the oneM2M System and the Underlying Network about the time window and the related conditions for future background data transfers. Figure 8.4.2-2 provides the signalling sequence derived from the 3GPP specification with oneM2M terminologies mapping.
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Figure 8.4.2-2: Negotiation for future background data transfer

This procedure enables the negotiation between the SCEF and the H-PCRF about the time window and the related conditions for future background data transfer (as described in 3GPP TS 23.203 [i.11], clause 6.1.16). The interaction between the SCEF and the H-PCRF is not related to an IP-CAN session and the H-PCRF associates the information provided by the SCEF to the policies belonging to the ASP and stored in the SPR.

3GPP TS 23.203 [i.11] clause 7.11.1 defines the IN-CSE step 1 of the negotiation for future background data transfer procedure as follows:

1.
Based on an AF request, the SCEF sends a Background Data Transfer Request to the H-PCRF. The request contains ASP identifier, the volume of data to be transferred per UE, the expected amount of UEs, the desired time window and optionally, network area information (e.g. list of cell ids, TAs/RAs).

NOTE 2:
The SCEF does not provide any information about the identity of the UEs potentially involved in the future background data transfer.

NOTE 3:
A 3rd party application server is typically not able to provide any specific network area information and if so, the AF request is for the whole operator network.

3GPP TS 23.203 [i.11] clause 7.11.1 defines the IN-CSE steps 5-7 of the negotiation for future background data transfer procedure as follows:

5.
The H-PCRF sends a Background data transfer response to the SCEF with the possible transfer policies and a reference ID.

NOTE 4:
The SCEF forwards the information to the AF. The AF stores the reference ID for the future transfer of AF session information related to this background data transfer via the Rx interface.

6.-7.
If the SCEF receives more than one transfer policy, the AF selects one of them and send another Background Data Transfer Request to inform the H-PCRF about the selected transfer policy. The H-PCRF sends a Background Data Transfer Response to the SCEF to acknowledge the selection.

NOTE 4:
If the SCEF receives only one transfer policy, the AF is not required to confirm.

A set of Background Data Transfer (BDT) parameters can be associated with a background data transfer request, and a set of BDT parameters may contain references to transfer policies, as defined in tables 8.4.3-1 and 8.4.3-2.

Table 8.4.3-1: Background Data Transfer parameters
	TP parameter
	Description

	Request Reference ID
	A reference ID that is passed from the requester to IN-CSE and to the NSE in each request. The reference ID will be included in each response to associate it with the original request.

	Volume per Node
	Expected data volume for the background data transfer.

	Number of nodes
	Desired number of nodes for the background data transfer.

	Desired Time Window
	Desired time window for the background data transfer.

	Possible Transfer Policies
	List of ids of possible applicable transfer policies. Each policy may include a recommended time window, a charging rate and an aggregated maximum bitrate.

	Selected Transfer Policy
	If multiple polices are received from the Underlying Network, this attribute provides the id of the one selected for this transfer.


Table 8.4.3-2: Transfer Policy parameters
	TP parameter
	Description

	Transfer Policy ID
	Identifies the policy.

	Recommended Time Window
	Recommended time window for the background data transfer.

	Charging Rate
	Reference to a charging rate for this time window (see note).

	Aggregated Maximum Bitrate
	Optional maximum aggregated bitrate corresponding to the charging rate.

	NOTE:
It is expected that the Originator is configured to understand the reference to a charging rate based on an agreement with the operator of the Underling network.


8.4.3 Key Issues and Requirements

8.4.3.1 Key SCEF NorthBound API Requirements

	Number
	Description
	Notes

	REQ-8.4-01
	Background Data Transfer request/response
	

	REQ-8.4.02
	Activate  the Background Data Transfer Policy via the SCEF
	See Note 1 clause 8.4.2


8.4.3.2 Possible Impacts on the SCEF Southbound Interface

N/A

8.4.3.3. Further 3GPP Requirements and Clarifications

N/A
8.4.3.4. oneM2M Key Issues

Provide support for Background Data transfer functionality
8.4.4
Solution(s)

8.4.4.1
Solution1

8.4.4.1.1
Proposed resource types and attributes

This clause provides information of new resource types and new attributes including relationship with existing resource types and attributes.
Proposed new resource types are as below:
· Resource Type <backgroundDataTransfer> 
NOTE:
It is child resource of existing Resource Type <AE> or <node>.
Detailed information of new resource types are described in clause 8.4.4.1.1.1.
8.4.4.1.1.1
Resource Type <backgroundDataTransfer>
The <backgroundDataTransfer> resource represents the characteristics information (e.g. desired communication window, traffic policy, etc.) of a request for background data transfer and corresponding Underlying Network traffic policy. This information may be scheduled at application level processing. This resource type is used to share and negotiate information with other entities such as the underlying network entity (server NSE) which may optimize the background data transfer in the Underlying Network for AE/CSE.
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Figure 8.4.4.1.1.1-1: Structure of <backgroundDataTransfer> resource

The <backgroundDataTransfer> resource  contains the child resources specified in table 8.4.4.1.1.1-1.
Table 8.4.4.1.1.1-1: Child resources of <backgroundDataTransfer> resource

	Child Resources of  <backgroundDataTransfer>
	Child Resource Type
	Multiplicity
	Description
	<backgroundDataTransfer> Child Resource Types

	[variable]
	<subscription>
	0..n
	See clause 9.6.8 of oneM2M TS-0001 [i.9].
	<subscription>


The <backgroundDataTransfer> resource contains the attributes specified in table 8.4.4.1.1.1-2.
Table 8.4.4.1.1.1-2: Attributes of <backgroundDataTransfer> resource

	Attributes of <deviceCharacteristics>
	Multiplicity
	RW/

RO/

WO
	Description
	<backgroundDataTransferAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	parentID
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	creationTime
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	announceTo
	0..1(L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	announcedAttribute
	0..1(L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	creator
	1
	WO
	The AE-ID of the entity which created the resource. This can also be the CSE-ID of the IN-CSE if the IN-CSE created the resource.
	OA

	requestRefID
	1
	WO
	A reference ID that is passed from the requester to IN-CSE and to the NSE in each request. The reference ID will be included in each response to associate it with the original request.
	OA

	volumePerNode
	1
	RW
	Expected data volume for the background data transfer.
	OA

	numberOfNodes
	1
	RW
	Desired number of nodes for the background data transfer.
	OA

	desiredTimeWindow
	1
	RW
	Desired time window for the background data transfer.
	OA

	possibleTrafficPolicies
	1(L)
	RW
	List of possible applicable transfer policies. Each policy may include a recommended time window, a charging rate and an aggregated maximum bitrate.
	OA

	selectedTrafficPolicy
	1
	RW
	If multiple polices are received from the Underlying Network, this attribute provides the one selected policy from the list of possible traffic policies. The policy may include a recommended time window, a charging rate and an aggregated maximum bitrate.
	OA

	referenceID
	1
	RW
	A reference ID that is offerd by the underlying network identies the traffic policy.
	OA


8.4.4.1.2
Proposed Flow(s)

This clause describes the procedure for resource management of background data transfer to a set of field nodes.

Figure 8.4.4.1.2 depicts a general procedure for configuration of traffic policy for background data transfer based on AE's expection. The procedure needs to be harmonized with the figures 8.4.2-1 and 8.4.2-2.
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Figure 8.4.4.1.2-1: General Procedure for configuration of Background Data Transfer

Step-1 Request background data transfer configuration 
An IN-AE requests IN-CSE negotiate with NSE in the Underlying Network to configure background data transfer by creating, updating or deleting a Background Data Transfer resource.
The request includes:

· the originator AE-ID of the requesting AE,
· a target identifier: i.e. the <backgroundDataTransfer> child resource of a <node> resource or an <AE> resource of requesting AE.
· a set of Background Data Transfer Parameters as indicated in table 8.4.4.1.1.1-2.
If the IN-CSE has received a request from an IN-AE to create, update or delete Background Data Transfer  it checks if the request from the IN-AE is valid.
Step-2 Select NSE and Request background data transfer
The IN-CSE sends a request providing Background Data Transfer parameters to the selected NSE for negotiating background data transfer. The request  includes an identifier of the requestor, the volume of data expected to be transferred per node, the expected amount of nodes, the desired time window and optionally, network area information.
NOTE:
The IN-CSE selects any of available NSE before negotiation procedure, this is out of scope of the present document.
Step-3 Traffic policy decision for Background data transfer
The Underlying Network determines one or more applicable transfer policies based on requesting Background Data Transfer parameters.
Step-4 Response for transfer policies
The NSE responds to the IN-CSE with one or more applicable transfer policies and a reference ID.
Each transfer policy includes a recommended time window for the data transfer,and may provide  a maximum aggregated bitrate and the charging rate applicable for the given time window.
Step-5 Response for transfer policies provided by the Underlying Network
The IN-CSE update background Data Transfer resource based on NSE response, and return a response to originator AE with the applicable transfer policies and the referenceID from the Underlying Network.
Step-6 (optional) Inform selected transfer policy for background data transfer
If more than one transfer policy was received from the Underlying Network, the Originator AE needs to select one of them. It then updates the Background Data Transfer resource with the selected transfer policy.

Step-7 (optional) Response for the selected transfer policy
Once the IN-CSE received the selected transfer policy, it returns a response to originator AE.
Step-8 Confirm the transfer policy
The IN-CSE informs confirmation for the transfer policy to the Underlying Network. If there was only one transfer offered in step-4, the IN-CSE responds a confirmation which means the transfer policy is known by originator AE. If more than one transfer policies was offered in step-4 and the originator AE selected one of them, the IN-CSE forwards the selected transfer policy with the reference ID to the NSE as a confirmation.
Step-9 Store the confirmed transfer policy
The Underlying Network stores the new transfer policy and the reference ID based on the confirmation.
----------------------- End of Change 3-------------------------------------------

-----------------------Start of Change 4-------------------------------------------

8.6
Support for Network status report
8.6.1
Description

The IN-CSE needs to know the NSE available in the operator network,for example, Congestion level or an indication of the "no congestion" state for NSE.

An IN-CSE may request for being notified about the network status. The following methods are supported:

· The IN-CSE requests to be informed, one-time, about the network status by providing a geographical area. This procedure is referred to as one-time network status request.

· The IN-CSE requests to be informed, continuously, about the network status by providing a geographical area. This procedure is referred to as continuous network status request.

8.6.2
Feature Analysis 
8.6.2.1
Request procedure for one-time or continuous reporting of network status

This procedure is used by an SCS/AS to retrieve Network Status Indication from the network. This procedure can be used to request a one-time or continuous reporting of network status. Figure 8.6.2.1-1 illustrates the procedure.
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Figure 8.6.2.1-1: Request procedure for one-time or continuous reporting of network status

NOTE 1:
Step 1 and 6 are outside of 3GPP scope, but are shown for informative purposes only.

1.
When the SCS/AS needs to retrieve NSI, the SCS/AS sends a Network Status Request (Geographical area, SCS/AS Identifier, SCS/AS Reference ID, Duration, Threshold) message to the SCEF. Duration indicates the time for which a continuous reporting is requested. The absence of Duration indicates a one-time reporting. Threshold indicates a range at which the SCS/AS wishes to be informed of the network status. Multiple Threshold values may be included.

NOTE 2:
Geographical area specified by SCS/AS could be at cell level (CGI/ECGI), TA/RA level or other formats e.g. shapes (e.g. polygons, circles etc.) or civic addresses (e.g. streets, districts etc.) as referenced by OMA Presence API.

2.
The SCEF authorizes the SCS/AS request for notifications about potential network issues. The SCEF stores SCS/AS Address, SCS/AS Reference ID, Duration, if present and Threshold if present. The SCEF assigns an SCEF Reference ID.

NOTE 3:
Based on operator policies, if either the SCS/AS is not authorized to perform this request (e.g. if the SLA does not allow for it) or the SCS/AS has exceeded its quota or rate of submitting requests, the SCEF sends a Network Status Response (Cause) message with a Cause value appropriately indicating the error.

3.
The SCEF assigns an SCEF Reference ID and identifies, based on local configuration, the RCAF(s) responsible for the provided Geographical Area. For every identified RCAF, the SCEF derives a Location Area from the Geographical Area provided by the SCS/AS. The Location Area is according to operator configuration either a 3GPP location area (e.g. list of TA/RAs, list of cell(s), list of eNodeBs etc) or a sub-area of the Geographical Area provided by the SCS/AS. The SCEF sends an Aggregated Congestion Request (SCEF Reference ID, Location Area, Duration, Threshold) message to the identified RCAF(s). Duration indicates the time for which a continuous reporting is requested. The absence of Duration indicates a one-time reporting. The SCEF, based on operator policies, may chose a different Threshold value than the one indicated by the SCS/AS in step 1.

4.
The RCAF examines the Aggregated Congestion Request message. If the SCEF provided a Duration, the RCAF stores the SCEF instructions and starts to monitor the set of cells or eNodeBs belonging to the Location Area for a change in the congestion status that is crossing a Threshold (if provided by the SCEF). The RCAF sends an Aggregated Congestion Report to the SCEF including the SCEF Reference ID and, depending on the operator configuration and current RCAF knowledge, the congestion status for every cell or eNodeB belonging to the Location Area requested by the SCEF.

5.
The SCEF verifies whether the Network Status Request identified via the SCEF Reference ID is valid and active and stores the report. After receiving reports from all the involved RCAF(s) to which step 3 was executed, the SCEF derives the NSI for the requested Geographical Area by combining all reports with the same SCEF Reference ID in an operator configurable way (governed by SLAs, network topology, usage, etc.).

NOTE 4:
Either exact values for congestion status, as reported by RCAF(s) to SCEF or abstracted values e.g  (High, Medium, Low) can be reported by the SCEF to the SCS/AS. The calculation and the reporting of the NSI to the SCS/AS depends on operator configuration (SLAs, network topology, usage, etc.), and is outside the scope of this specification.

6.
The SCEF send a Network Status Report (SCS/AS Reference ID, NSI) message to the SCS/AS.

8.6.2.2
Report procedure for continuous reporting of network status

This procedure is used by the SCEF to report a change of Network Status Information (NSI) to the SCS/AS which requested a continuous reporting of network status. Figure 8.6.2.2-1 illustrates the procedure.
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Figure 8.6.2.2-1: Report procedure for continuous reporting of network status

NOTE 1:
Step 4 and 5 are outside of 3GPP scope, but are shown for informative purposes only.

1.
The RCAF detects a change in the congestion status that is crossing a Threshold (if provided by the SCEF) for the set of cells or eNodeBs belonging to the Location Area requested by the SCEF. An Aggregated Congestion Report message is sent to this SCEF including the SCEF reference ID and, depending on the operator configuration, the congestion status for every cell or eNodeB belonging to the Location Area requested by the SCEF.

2.
The SCEF acknowledges the report to the RCAF.

NOTE  2:
Step 1 and 2 can happen multiple times and the Aggregated Congestion Report message can be sent by any of the involved RCAFs.

3.
Whenever a new Aggregated Congestion Report message arrives, the SCEF stores the report and derives a new NSI for the requested geographical area by combining this report with all other reports having the same SCEF reference ID in an operator configurable way (governed by SLAs, network topology, usage, etc.).

NOTE 3:
Either exact values for congestion status, as reported by RCAF(s) to SCEF or abstracted values e.g. (High, Medium, Low) can be reported by the SCEF to the SCS/AS. The calculation and the reporting of the NSI to the SCS/AS depends on operator configuration (SLAs, network topology, usage etc), and is outside the scope of this specification.

4.
Triggered by a NSI change (derived in step 3) that is crossing a Threshold (if provided by the SCS/AS), the SCEF sends a Network Status Report (SCS/AS Reference ID, NSI) message to the SCS/AS.

5.
The SCS/AS acknowledges the report to the SCEF.

8.6.2.3
Removal procedure for continuous reporting of network status

This procedure is used for termination of the continuous reporting of network status. It can be triggered by the SCS/AS at any time before the Duration is over or if no Duration was provided. The SCEF will trigger this procedure when the Duration is over. Figure 8.6.2.3-1 illustrates the procedure.
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Figure 8.6.2.3-1: Removal procedure for continuous reporting of network status

NOTE 1:
Step 1b and 3b are outside of 3GPP scope, but are shown for informative purposes only.

1a.
The SCEF detects that the requested Duration for an ongoing continuous reporting of network status to an SCS/AS is over and indentifies the corresponding SCEF Reference ID.

1b.
When the SCS/AS needs to terminate an ongoing continuous reporting of network status, the SCS/AS sends a Cancel Network Status Request (SCS/AS Identifier, SCS/AS Reference ID) message to the SCEF.

2b.
The SCEF authorizes the SCS/AS request and indentifies the corresponding SCEF Reference ID.

3b.
If the SCS/AS requested to terminate an ongoing continuous reporting of network status in step 1b, the SCEF sends a Cancel Network Status Response (SCS/AS Reference ID) message to the SCS/AS.

4.
The SCEF identifies the RCAF(s) involved in the continuous reporting represented by the SCEF Reference ID. The SCEF sends a Cancel Aggregated Congestion Request (SCEF Reference ID) message to the identified RCAF(s).

5.
The RCAF removes the related SCEF instructions and stops monitoring the set of cells or eNodeBs belonging to the Location Area for a change in the congestion status. Afterwards, a Cancel Aggregated Congestion Response is sent to the SCEF including the SCEF Reference ID.

6.
The SCEF removes all state information related to this continuous reporting represented by the SCEF Reference ID.

A set of Network issue report parameters can be associated with a newwork stauts request, as defined in table 8.6.3‑1.

Table 8.6.3-1: Network issue report parameters
	Parameter
	Description

	Reference ID
	A reference ID that is passed from the requester to SCEF and to the NSE in each request. The reference ID will be included in each response to associate it with the original request.

	Location Area
	Location Area is according to operator configuration either a 3GPP location area or a sub-area of the Geographical Area provided by the SCS/AS.

	Threshold 
	Threshold indicates a range at which the SCS/AS wishes to be informed of the network status. Multiple Threshold values may be included.

	Duration
	Duration indicates the time for which a continuous reporting is requested. The absence of Duration indicates a one-time reporting.

	Network status information
	Congestion level or an indication of the "no congestion" state for NSE.


8.6.3 Key Issues and Requirements

8.6.3.1 Key SCEF NorthBound API Requirements

	Number
	Description
	Notes

	REQ-8.6-01
	Network Status request/response (one time)
	

	REQ-8.6-02
	Network Status request/response (continuous)
	

	REQ-8.6-03
	Remove Network Status configuration
	

	REQ-8.6-04
	Network Status report
	


8.6.3.2 Possible Impacts on the SCEF Southbound Interface

N/A

8.6.3.3. Further 3GPP Requirements and Clarifications

N/A
8.6.3.4. oneM2M Key Issues
Provide support for the Network Status Report functionality
8.6.4
Solution(s)

8.6.4.1
Solution1

8.6.4.1.1
Proposed resource types and attributes

Proposed new resources are as below.
· Resource Type <networkStatus>
NOTE:
It is child resource of existing Resource Types <CSEBase>.
Detailed information of new resource types are described in subclauses below.
8.6.4.1.1.1
Resource Type <networkStatus>

The <networkStatus> resource represents the characteristics of a request for network issue report using Underlying Network information.
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Figure 8.6.4.1.1.1-1: Structure of <networkStatus> resource

The <networkStatus> resource shall contain the child resources specified in table 8.6.4.1.1.1-1.

Table 8.6.4.1.1.1-1: Child resources of <networkStatus> resource

	Child Resources of <locationPolicy>
	Child Resource Type
	Multiplicity
	Description
	<networkStatusAnnc> Child Resource Types

	[variable]
	<subscription>
	0..n
	See clause 9.6.8 of oneM2M TS-0001 [i.9]
	None


The <networkStatus> resource shall contain the attributes specified in table 8.6.4.1.1.1-2.
Table 8.6.4.1.1.1-2: Attributes of <networkStatus> resource

	Attributes of <networkStatus>
	Multiplicity
	RW/

RO/

WO
	Description
	<networkStatusAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	parentID
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	creationTime
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	MA

	announceTo
	0..1(L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	announcedAttribute
	0..1(L)
	RW
	See clause 9.6.1.3 of oneM2M TS-0001 [i.9].
	NA

	creator
	1
	WO
	The AE-ID of the entity which created the resource.
	OA

	referenceID
	1
	WO
	A reference ID that is passed from the requester to IN-CSE and to the NSE in each request. The reference ID will be included in each response to associate it with the original request.
	OA

	locationArea
	1
	RW
	Geographical area where AE needs to obtain the network status. It could be shapes (e.g. polygons, circles, etc.) or civic addresses (e.g. streets, districts, etc.)
	OA

	threshold
	0..1(L)
	RW
	A range at which the AE wishes to be informed of the network status of NSE. Multiple threshold values may be included.
	OA

	duration
	0..1
	RW
	The time for which a continuous reporting is requested. The absence of duration indicates a one-time reporting.
	OA

	networkStatus
	0..1
	RO
	Congestion level for NSE. It could be defined as High, Medium, Low, and No congestion.
	OA


8.6.4.1.2
Proposed Flow(s)

This clause describes the general procedure for network issue report service between oneM2M and 3GPP network.
8.6.4.1.2.1
Request procedure for one-time or continuous reporting of network status

This procedure is used by an oneM2M system to retrieve network status from the NSE. This procedure can be used to request a one-time or continuous reporting of network status. Figure 8.6.4.1.2.1-1 illustrates the procedure.
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Figure 8.6.4.1.2.1-1: General procedure to support network status report
between oneM2M and 3GPP network
Step-1: CRUD Request
AE can send CRUD Request to retrieve network status with providing Location Area, Duration, Threshold.
Step-2: CRUD Response
The IN-CSE sends a Response to the AE to acknowledge acceptance of the Request.

Step-3: Request for network status
The IN-CSE sends an Request  message to the NSE including Location Area, Duration, Threshold. Duration indicates the time for which a continuous reporting is requested. The absence of Duration indicates a one-time reporting. The IN‑CSE, based on operator policies, may chose a different Threshold value than the one indicated by the AE in step 1. 

Step-4: Report network status
The NSE sends an one-time or continuous Report to the IN-CSE including depending on the operator configuration and current NSE knowledge, the congestion status for radio access network belonging to the Location Area requested by the IN-CSE.
8.6.4.1.2.2
Removal procedure for continuous reporting of network status

This procedure is used for termination of the continuous reporting of network status. It can be triggered by the AE at any time before the Duration is over. The IN-CSE will trigger this procedure when the Duration is over. Figure 8.6.4.1.2.2-1 illustrates the procedure.
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Figure 8.6.4.1.2.2-1: General procedure to support network status report
between oneM2M and 3GPP network
Step-1a: Detect end of duration
The IN-CSE detects that the requested Duration for an ongoing continuous reporting of network status is over.
Step-1b: CRUD Request
When the AE needs to terminate an ongoing continuous reporting of network status, the AE sends a Request message to the IN-CSE.
Step-2b: CRUD Response
If the AE requested to terminate an ongoing continuous reporting of network status in step 1b, the IN-CSE sends a Response message to the AE.
Step-3: Request for termination
The IN-CSE sends a Request message to the NSE to an ongoing continuous reporting of network status.
Step-4: Response
The NSE removes the related instructions and stops monitoring the radio access network belonging to the Location Area for a change in the congestion status. Afterwards, the Response is sent to the IN-CSE.
Step-5: Remove status information
The IN-CSE removes all network status information related to this continuous reporting.
-----------------------End of Change 4 ---------------------------------------------

CHECK LIST

· Does this Change Request include an informative introduction containing the problem(s) being solved, and a summary list of proposals.?
· Does this CR contain changes related to only one particular issue/problem?
· Have any mirror CRs been posted?
· Does this Change Request  make all the changes necessary to address the issue or problem?  E.g. A change impacting 5 tables should not include a proposal to change only 3 tables?Does this Change Request follow the drafting rules?
· Are all pictures editable?
· Have you checked the spelling and grammar?
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