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Introduction

This contribution provides corrections to TR-0024 as follows:
In change 5: Subsection 8.5.4 “3GPP Parameters” and 8.5.5 “solutions” are deleted. I believe when merging in ARC-2017-0059R02 it was not clarified that these 2 sections should be deleted. If upon discussion with the authors, section 8.5.5 should be left in, it should become 8.5.4.
In all changes editorial corrections are proposed, such as:

· Corrected styles, leading to clear document structure in the navigation pane.
· Attempted to remove as many instances of “can” and “must” as possible.

· Corrected general spelling and grammar.

Note: additional text clarifications and simplifications may be beneficial especially in clause 8.
R01 and R02 include comments provided offline and changes to address some of them.
R03 reflects ARC 28 discussions
-----------------------Start of Change 1-------------------------------------------

5.3
3GPP architecture for Service Capability Exposure

The 3GPP architecture for the Service Capability Exposure Function (SCEF) is defined in 3GPP TS 23.682 [i.5]. The specification includes two different architectures. One is for the "MTC Device triggering" feature and was specified in 3GPP release 11. The other one is for 3GPP Service exposure with 3rd party service providers features newly provided in Release 13 which is the focus of the present document. Refer to the following figure 5.3-1, taken from the release 13 version of 3GPP TS 23.682 [i.5].
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Figure 5.3-1: 3GPP Architecture for Service Capability Exposure
While 3GPP release 13 specifies the Service Capability Exposure Function (SCEF) as a 3GPP entity, residing in the trust domain of the 3GPP operator, 3GPP does not specify the APIs exposing these functions. Specification of these APIs is expected by external SDOs, e.g. OMA. As described in 3GPP TS 23.682 [i.5]. the SCEF covers services such as the ability to configure device communication patterns, configure the QoS of a data flow, sponsor a data flow, schedule data transfers, monitor a device's state, optimize a device's communication patterns for high latency applications, receive reports about the condition of the mobile core network, trigger devices, and send group messages via MBMS.
----------------------- End of Change 1-------------------------------------------

----------------------- Start of Change 2-------------------------------------------

6
Reference architecture
Editor's Note: this clause describes the reference architecture of 3GPP interworking.
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Figure 6-1: Interworking architecture

This architecture supports the following interworking modes:

· The NSSE invokes services of the underlying network directly via the reference points of the applicable nodes within the underlying network. This model is applicable to the case where the oneM2M service provider and the underlying network provider is the same or there is trust relation between both service providers if they are different.

· The NSSE exclusively invokes services of a 3GPP underlying network using OMA API.

· The NSSE invokes exclusively services of any underlying network using third party APIs.

· Any combination of the above, where some services are invoked using an API (OMA or third party depending on the underlying network) while other services are invoked directly with the underlying network using the applicable reference point.

The functionality supported by the NSSE is different depending on the interworking mode.

----------------------- End of Change 2-------------------------------------------

-----------------------Start of Change 3-------------------------------------------

8
Potential solutions for interworking with oneM2M
8.1
Interworking Architecture with a 3GPP underlying network

8.1.1
Support through 3GPP Reference Points

Figure 8.1.1-1 depicts this architectural model.

In this case 3GPP services capabilities are exclusively invoked via the 3GPP reference points for the applicable 3GPP node.
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Figure 8.1.1-1: oneM2M interworking with a 3GPP underlying network via 3GPP Reference Points
8.1.2
Support through SCEF API

Figure 8.1.2-1 depicts this architectural model. In this case 3GPP services capabilities are exclusively invoked via the SCEF API. Hence, the SCEF is fully implemented outside the oneM2M environment.
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Figure 8.1.2-1: oneM2M interworking with a 3GPP underlying network via SCEF API
8.1.3
Hybrid Mode 

Figure 8.1.3-1 depicts this architectural model.

In this case 3GPP services capabilities are invoked on a per service basis. which can include OMA or 3GPP SCEF API for some service, proprietary APIs for others, while some services can be invoked directly using the 3GPP reference points.
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Figure 8.1.3-1: oneM2M interworking with a 3GPP underlying network in a hybrid mode
----------------------- End of Change 3-------------------------------------------

-----------------------Start of Change 4-------------------------------------------

8.5
Support for Group Messaging

8.5.1
Description
The Group Management (GMG) CSF is responsible for handling group related requests. The requests are sent to manage a group and its membership as well as to support the bulk operations at the Mca reference point. But the GMG currently does not support multicast capability and sends the same content message to the members of the group by means of unicast. It’s costly and inefficient.
When the same content is sent to the members of a group that are located in a particular geographical area, 3GPP provides MBMS capabilities that maybe used to efficiently distribute the message to the group members, enabling GMG to utilize the multicasting capability.
Pre-conditions:
1) The MBMS service area information provided by operator is configured in the oneM2M System;
2) External Group Identifiers for the devices have been pre-provisioned in the oneM2M System.
3) The mapping rule between the External Group Identifier of the device and the MBMS service area has been configured in the oneM2M System to determine whether the group has 3GPP MBMS capability or not.
GMG relies on 3GPP SCEF to provide:  : querying functionality to get MBMS service area information; negotiation functionality to confirm the MBMS bearer establishing time window, and transferring functionality to send the group message content to the UE.
8.5.2
Feature Gap analysis
oneM2M uses the 3GPP Release-13 MTC feature for Group Messaging, which involves message delivery using MBMS. For that purpose the IN-CSE uses the oneM2M group management feature to define a 3GPP-external group. It also uses communications over the Mcn interface to authorize the originator of a group messaging procedure and for allocation of an external temporary group identifier, which is then used in group message delivery within the Underlying Networks.

A signalling sequence for Group Message delivery is described in the clause 5.5 of 3GPP TS 23.682 [i.5]. Figure 8.5.2-1 provides the signalling sequence derived from the 3GPP specification with oneM2M terminologies mapping (3GPP TS 23.682 [i.13], figure 5.5.1-1). It should be noted that the 3GPP group message delivery feature does not support all the scenarios, since for the UEs not supporting MBMS or for the UEs located in areas where MBMS is not deployed, the 3GPP group message delivery does not apply.
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Figure 8.5.2-1: Group message delivery using MBMS

Figure 8.5.2-1 describe the group message delivery using MBMS procedure, the involved SCEF northbound APIs are as described below.
Step1 SCS(IN-CSE) sends Allocate TMGI Req (External Group ID, SCS Identifier, location/area information) to SCEF.
Step4 SCEF sends Allocate TMGI Resp (SCS/AS Reference ID, TMGI and expiration time information) to SCS(IN-CSE).
Step6 SCS(IN-CSE) sends Group Message Req (External Group Identifier, SCS Identifier, location/area information, RAT(s) information, TMGI, start time) to SCEF.
Step11 SCEF sends Group Message Confirm (TMGI (optional), SCEF IP addresses/port) to SCS(IN-CSE)
In the Figure 8.5.2-1, there are some gaps as described below:
· Step1: The parameter location/area information is not used during the next steps. It may not needed. 
· Step2 and Step7: These steps are used to determine whether the SCS is authorized to request the service. But this step is not specified. The authorization may impact parameters in Step1 and Step6.
· Step6: The parameter location/area information and RAT(s) information are not used in the next steps since SCS has the TMGI information in Step 4. In addition, how to map these parameters to Step8 is not clear.
· Step13: In the TS 23.682[i.5] architecture, the interface between SCEF and SCS/AS is only API based. But in this step, it uses the IP address and port in user plane of SCEF to deliver the group message content. The mechanism to allow an SCS/AS to send the group message needs to be clarified. If this step is still over API, the parameter SCEF IP addresses/port may not needed in Step11 and new Group Message Content Delivery API is needed in this step.
· Step14: Assuming the Group Message Content Delivery Request (SCS->SCEF) in step 13 is over API, the group message delivery status API is needed.
Note: that in Step 5/12 oneM2M needs to support application interaction to transfer the MBMS service information e.g. TMGI, start time from IN-CSE to UE.
The TMGI allocation procedure and the Activate MBMS Bearer Procedure in figure 8.5.2-1 are specified in 3GPP TS 23.468 [i.14]. Related descriptions are provided below, where the GCS AS is considered to be the SCEF. 
GPP TS 23.468 [i.14] provides the procedure used between the GCS AS and the BM-SC to allocate a set of TMGIs to the GCS AS.
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Figure 8.5.2-2): TMGI Allocation Procedure [i.14]
1.
When the GCS AS wishes to have the BM-SC allocate one or more TMGIs to it, the GCS AS sends an Allocate TMGI Request message to the BM-SC, including the number of requested TMGIs. The GCS AS may include a list of TMGIs that are already allocated to the GCS AS, and for which the GCS AS wishes to obtain a later expiration time. The number of TMGIs requested may be zero, if this procedure is used only to renew the expiration time for already allocated TMGIs.

2.
The BM-SC determines whether the GCS AS is authorized to receive the TMGIs and allocates a set of TMGIs. The BM-SC determines an expiration time for the TMGIs. If a list of TMGIs has been received in the Allocate TMGI Request message, the BM-SC also determines whether the TMGIs are allocated to the requesting GCS AS and if yes, whether the expiration time for those TMGIs may be set to the new expiration time.

3.
The BM-SC sends an Allocate TMGI Response message to the GCS AS indicating the list of allocated TMGIs, and an expiration time for those TMGIs.
3GPP TS 23.468 [i.14] provides the procedure used between the GCS AS and the BM-SC to activate an MBMS bearer.
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Figure 8.5.2-3Activate MBMS Bearer Procedure [i.14]
1.
When the GCS AS wishes to activate an MBMS bearer over MB2, the GCS AS sends an Activate MBMS Bearer Request message to the BM-SC, including the TMGI which represents the MBMS bearer to be started, QoS, MBMS broadcast area, and start time. The TMGI is optional. The QoS maps into appropriate QoS parameters of the MBMS bearer. The MBMS broadcast area parameter  includes a list of MBMS Service Area Identities, or a list of cell IDs, or both.

NOTE 1:
If the MBMS broadcast area parameter includes a list of MBMS Service Area Identities, the list of MBMS Service Area Identities is determined from information that may come from the UEs (e.g. list of cell IDs) or some other knowledge of where to establish the service (e.g. configuration).

2.
If the TMGI was included, the BM-SC  determines whether the GCS AS is authorized to use the TMGI. The BM-SC  rejects the request if the TMGI is not authorized. If the TMGI was not included in the request, the BM-SC assigns an unused value for the TMGI. The BM-SC allocates a FlowID value corresponding to this TMGI and MBMS broadcast area. If the MBMS broadcast area parameter includes a list of cell IDs, the BM-SC may map the cell IDs into MBMS Service Area Identities subject to operator policy. The BM-SC then includes a list of MBMS Service Area Identities and, if available, the list of cell IDs in the MBMS Session Start message. If another MBMS bearer with the same TMGI is already activated, the BM‑SC accepts the request only if the MBMS broadcast area in the new request is not partly or completely overlapping with any existing MBMS bearer(s) using the same TMGI as according to 3GPP TS 23.246 [i.15] and allocates a unique FlowID for the newly requested MBMS bearer. The BM-SC shall allocate MBMS resources to support content delivery of the MBMS bearer to the requested MBMS broadcast area using the Session Start procedure defined in 3GPP TS 23.246 [i.15].

3.
The BM-SC sends an Activate MBMS Bearer Response message to the GCS AS, including the TMGI, the allocated FlowID, service description, BM-SC IP address and port number for the user-plane, and an expiration time. The service description contains MBMS bearer related configuration information as defined in 3GPP TS 26.346 [i.13] (e.g. radio frequency and MBMS Service Area Identities). If the BM-SC mapped the cell IDs into the MBMS Service Area Identities in Step 2, then the service description contains the MBMS Service Area Identities that the BM-SC included in the MBMS Session Start message. The expiration time is included only if the BM-SC has allocated a TMGI as a result of this procedure.

NOTE 2:
The GCS AS can use the service description to provide information to the UE to access the MBMS bearer.

NOTE 3:
Since the MBMS bearer is not necessarily established in all cells belonging to the MBMS SAIs in the Activate MBMS Bearer Response message, the list of MBMS SAIs provided by the BM-SC to the GCS AS does not guarantee that the MBMS bearer is available in all cells of the service area identified by the MBMS SAIs.
8.5.3 Key Issues and Requirements 
8.5.3.1 Key SCEF NorhtBound API Requirements
Table 8.5.3.1-1 SCEF northbound API requirements
	Number
	Description 
	Note

	REQ-8.5.01

	Support TMGI allocation 
	Step1:Allocate TMGI Request（SCS->SCEF）in clause 5.5.1 TS23.682 [i.5]
Step4:Allocate TMGI Response (SCEF->SCS）in clause 5.5.1 TS23.682 [i.5]

	
	
	

	REQ-8.5.02
	Support TMGI bearer activation 
	Step6:Group Message Request (SCS-SCEF) in Clause 5.5.1 TS23.682 [i.5]
Step11:Group Message Confirm (SCEF->SCS) in Clause 5.5.1 TS23.682 [i.5]

	
	
	


8.5.3.2 Potential impacts on the SCEF SouthBound Interface
Table 8.5.3.3-1 Potential impacts on the SCEF SouthBound Interface
	Number
	Description
	Note

	IMPACT-8.5.01
	How does SCEF authorize the SCS during group message delivery? It needs to be specified if there any additional authorization critical for group message delivery beyond the general authorization of API framework.
	Step2: authorization for TMGI allocation（SCEF<->HSS）in Clause 5.5.1 TS23.682 [i.5]
Step7: authorization for Group message Request（SCEF<->HSS）in Clause 5.5.1 TS23.682 [i.5]


8.5.3.3 Further 3GPP requirements and clarifications

Table 8.5.3.1-2 Issues to be clarified by 3GPP (Stage 2)
	Number
	Description
	 Notes

	ISSUE-8.5.01
	The usage and format of parameter location/area information in the request needs to be clarified.
	Allocate TMGI Request（SCS->SCEF）in step1 clause 5.5.1 TS23.682 [i.5]

	ISSUE-8.5.02
	The usage and format of parameter location/area information, as well as RAT(s) information need to be clarified.
	Group Message Request(SCS->SCEF) in step6 clause 5.5.1 TS23.682 [i.5]

	ISSUE-8.5.03
	In the TS 23.682[i.5] architecture the interface between SCEF and SCS/AS is only at the level of API. But in this step, it uses the IP address and port in user plane of SCEF to deliver the group message content delivery. The group message content delivery interface between SCEF and SCS/AS needs to be clarified.
	Group Message Content Delivery Request(SCS->SCEF) in step 13 clause 5.5.1 TS23.682 [i.5]

	ISSUE-8.5.04
	Assuming the Group Message Content Delivery Request(SCS->SCEF) in step 13 is over API, the group message delivery status API is needed
	Group Message Delivery Status Indication（SCEF->SCS） in step 14 clause 5.5.1 TS23.682 [i.5]


8.5.3.4. oneM2M Key Issues

Provide support for Group Messaging.




	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	














	
	
	


	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

























-----------------------End of Change 4 ---------------------------------------------

-----------------------Start of Change 5 ---------------------------------------------

8.7
Control Plane Data Delivery
8.7.1 Description

3GPP Release 13 introduces the ability to send data to and from the UE in NAS messaging.  3GPP refers to this feature as “Control Plane (CP) CIoT Optimizations”.  Since no data plane set up is required when sending data to the MME/SGSN via NAS messaging, using CP CIoT optimizations results in a reduced total number of control plane messages that are required to send a short data transaction.  

Control Plane (CP) CIoT Optimizations provide the UE with 3 new options for sending data to and from a remote server (IN-CSE / SCS).

· IP Data, via the P-GW

· Non-IP Data, via the P-GW

· Non-IP Data, via the SCEF

The ability to send data over the control plane is a mandatory feature NB-IoT UE’s and an optional feature for WB-UE’s.  Figure 8.7.1-1 shows the 3 new control plane data paths alongside the existing data plane path.
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Figure 8.7.1-1 Small Data Delivery Options

When a PDN connection is established (e.g. in Attach or PDN Connectivity Request), the UE and Network determine which of the 4 paths shown in Figure 8.7.1-1 is used.  In the Attach or PDN Connectivity Request, the UE indicates if the PDN type should be IP or non-IP and if the control plane should be used.  The UE may also optionally indicate an APN name.  If the UE does not provide an APN, the network will use the appropriate default APN from the UE’s subscription.  Note that the UE may have two default APN’s in its subscription; a default IP APN and a default non-IP APN.  When a non-IP APN is selected, the APN configuration will indicate if the PDN connection should be anchored at the SCEF or P-GW.  Notice that the UE is not aware if its Non-IP PDN connection is anchored at the P-GW or the SCEF.  However, the IN-CSE  knows whether data is routed via the P-GW to the SCEF.

8.7.2 Feature Gap Analysis

8.7.2.1 Non-IP Data Delivery (NIDD) 
8.7.2.1.1 Introduction

Non-IP data maybe exchanged between the IN-CSE and the UE hosted MN-CSE, ADN-AE, or ASN-CSE.  Non-IP data packets are opaque to the 3GPP Network; in other words, the 3GPP Network makes no assumptions of the contents or structure of the data packet.  Non-IP data may be exchanged via the SCEF or the P-GW, depending on which node the UE’s PDN Connection is anchored to.

Note 1:  The API’s that are used to access the NIDD feature may be developed by standards organizations other than oneM2M (i.e. OMA).  However, oneM2M still needs to develop a stage 3 specification to show how the Mcc and Mca reference points are bound to Non-IP.  This binding is FFS.  

Each Non-IP PDN connection has maximum packet size which is set by the 3GPP network.  The SCEF or P-GW will signal the maximum packet size to the UE when the PDN connection is established.  3GPP does not define how the SCS (IN-CSE) knows the maximum packet size.  The IN-CSE may be provisioned to know the maximum packet size for each APN or it may be signalled by the SCEF.  Note that the maximum packet size may be as small as 128 bytes.

Note 2 :  If the IN-CSE and UE hosted MN-CSE, ADN-AE, or ASN-CSE desire to exchange packets that are larger than 128 bytes, then segmentation and re-assembly will need to be performed in the IN-CSE and the UE hosted MN-CSE, ADN-AE, or ASN-CSE.  It is for FFS how packet segmentation and re-assembly will be accomplished.  

Note 3:  If the IN-CSE and UE hosted MN-CSE, ADN-AE, or ASN-CSE require some or all Non-IP data packets to be acknowledged, then it is for FFS how packets will be acknowledged.

Once a PDN connection is established, the UE hosted MN-CSE, ADN-AE, or ASN-CSE may use the PDN connection to send Non-IP data packets to the IN-CSE.

Note 4:  It is FFS what PoA is used by the UE hosted MN-CSE, ADN-AE, or ASN-CSE to reach the IN-CSE.  The UE hosted MN-CSE, ADN-AE, or ASN-CSE should associate an APN with the IN-CSE; thus it is recommended that the PoA includes an APN.

Dedicated bearers are not supported for Non-IP data PDN connections and there is no concept of Port ID.  Thus, a Non-IP PDN connection can only be associated with one IN-CSE to UE hosted MN-CSE, ADN-AE, or ASN-CSE connection.  If one UE hosted MN-CSE, ADN-AE, or ASN-CSE needs to use NIDD to connect to more than one IN-CSE, then the UE needs to be provisioned with an APN for each connection.  Separate PDN connections are used for each IN-CSE.  

If more than one UE hosted MN-CSE, ADN-AE, or ASN-CSE uses NIDD to connect to the same IN-CSE, then each UE hosted MN-CSE, ADN-AE, or ASN-CSE needs to be associated with its own APN and to establish its own PDN connection.
8.7.2.1.2  Non-IP Data Delivery (NIDD) via the P-GW
8.7.2.1.2.1 Introduction

At each PDN connectivity request with PDN Type Non-IP, if the network finds that the APN configuration does not include an “Invoke SCEF selection indicator”, then the P-GW option is used.
The P-GW decides at PDN connection establishment if Non-IP data should be sent via UDP or via a point-to-point tunneling technique between the P-GW and the AS. This information, as well as the tunnel parameters (i.e. IN-CSE IP address and port and source IP address and port) are pre-configured at the P-GW.  The configuration is on a per-APN per-UE basis.  

Once a PDN connection is established, the IN-CSE may use the PDN connection to send Non-IP data packets to the UE hosted MN-CSE, ADN-AE, or ASN-CSE.  When Non-IP data is routed via the P-GW, the PoA that is associated with the UE hosted MN-CSE, ADN-AE, or ASN-CSE is an IP Address and Port number.  The IP Address and Port number is used to route the Non-IP data packets to the 3GPP Network via the P-GW.  The Non-IP packets may be tunneled or wrapped in a UDP packet.  The P-GW will use the IP Address and Port Number to determine what UE and APN the packet is associated with.
Note 1:  It is FFS how the IN-CSE learns the IP Address and Port Number that is used to reach the UE hosted MN-CSE, ADN-AE, or ASN-CSE.  The IP Address and Port Number may be provisioned in the IN-CSE per SLA or the IN-CSE may wait for the UE hosted MN-CSE, ADN-AE, or ASN-CSE to initiate contact and learn the IP Address and port number when the first Non-IP packet is received (i.e. by looking at the source IP Address and port of the UDP wrapper or tunnel). The IP address used by IN-CSE to reach the UE hosted MN-CSE, ADN-AE or ASN-CSE needs to provide routing through the same P-GW as the one indicated by the APN configuration in the UE.
8.7.2.1.2.2  Mobile Originated NIDD procedure via the P-GW
Figure 8.7.2.1.2.2-1 illustrates the procedure used by UE to send non-IP data to the IN-CSE via the P-GW.
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Figure 8.7.2.1.2.2-1 MO NIDD procedure via P-GW

1. The UE sends a Non-IP data packet to the IN-CSE.  The UE knows the target IN-CSE because it is associated with the APN and PDN Connection. 

2. The P-GW wraps the non-IP data in a UDP wrapper or tunnels it to the IN-CSE using the pre-configured destination and source IP address and UDP port number.

3. The P-GW forwards the wrapped or tunnelled packet to the IN-CSE.  The IN-CSE unwraps the received data and may note the source IP address and port number for further communications with the UE.

8.7.2.1.2.3  Mobile Terminated NIDD procedure via the P-GW
Figure 8.7.2.1.2.3-1 illustrates the procedure used by an IN-CSE to send non-IP data to a UE via the P-GW.
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Figure 8.7.2.1.2.3-1 MT NIDD procedure via P-GW

1. The IN-CSE sends a data packet (wrapped in UDP packet or tunnelled) to the PoA that is associated with the UE hosted MN-CSE, ADN-AE, or ASN-CSE (the PoA will be an IP address and port number).  

2. The P-GW extracts the Non-IP data packet and uses the destination IP Address and Port Number to identify the UE is that is being addressed and the PDN connection.

3. The P-GW forwards the non-IP data to the UE.  The UE identifies the source IN-CSE based on the APN that is associated with the PDN connection that used to receive the Non-IP data packet.

Note: MT flows for both IP and non IP flow for devices that uses PSM and eDRX need to be specified. It is FFS as how to handle unreachable situation within oneM2M system.   

8.7.2.1.3  Non-IP Data Delivery (NIDD) via the SCEF
8.7.2.1.3.1 Introduction

In TS 23.682, 3GPP defines an optional NIDD Configuration procedure that may be used by the IN-CSE to inform the SCEF that it expects Non-IP Data from a UE; the UE is identified with an External ID or MSISDN.  The SCEF will send the UE identity and APN to the HSS to check that the SCEF is authorized to receive data from the UE / APN combination.  Alternatively, the SCEF could be provisioned to know what UE / APN combinations will be anchored to it.  

When the UE makes a PDN connectivity request with PDN Type Non-IP, if the APN configuration includes an “Invoke SCEF selection indicator” and an SCEF Identifier, then the SCEF routing option is used.  A connection between the MME/SGSN and SCEF will be established when the PDN connection is established. 

An API will be used by the SCEF and IN-CSE to exchange Non-IP data packets.  When the IN-CSE sends a Non-IP packet to the SCEF it includes a UE identifier (e.g. External ID or MSISDN) and an APN.  The combination UE/APN maps to a MN-CSE, ADN-AE, or ASN-CSE that is hosted on the UE.    

Once a PDN connection is established, the IN-CSE may use the PDN connection to send Non-IP data packets to the UE hosted MN-CSE, ADN-AE, or ASN-CSE.  When Non-IP data is routed via the SCEF, the PoA that is associated with the UE hosted MN-CSE, ADN-AE, or ASN-CSE is a UE Identity (e.g. External ID), APN, and SCEF ID combination.  The SCEF will use the UE Identity and APN to determine what MME the Non-IP packet should be sent to and what EPS Bearer ID (EBI) that is associated with the UE.
Note 1:  It is FFS how the IN-CSE learns the APN and UE Identity that is used to reach the UE hosted MN-CSE, ADN-AE, or ASN-CSE.  This information may be provisioned in the IN-CSE per SLA.  If there is only one MTC application that is hosted on the UE using Non-IP data, then the IN-CSE does not need to be aware of the APN.

8.7.2.1.3.2 SCEF Configuration for NIDD
Figure 8.7.2.1.3.2-1 illustrates a procedure through which the IN-CSE may configure the SCEF for future NIDD. This procedure is optional as the parameters may be pre-provisioned at the SCEF. The purpose is to provide the SCEF with information needed for non-IP communication between a specific AS and a specific UE. 3GPP aspects of the procedure are described in [i.5]. It is assumed that this procedure occurs prior to the UE’s attachment to the network. If, at UE attachment, the SCEF has not been configured for NIDD with this procedure or by pre-provisioning, the SCEF may initiate the procedure or the SCEF may reject the PDN connection attempt.
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Figure 8.7.2.1.3.2-1 NIDD Configuration procedure at the SCEF

Note 1: Interactions within the 3GPP network are shown for informative purposes only, they are out of scope of oneM2M.

1.
The IN-CSE sends an NIDD Configuration Request message to the SCEF. This step will be accomplished via an SCEF API call.  The step is fully explained in TS 23.682, however the purpose of the procedure is to configure the SCEF to know that the IN-CSE is expecting Non-IP Data from the UE and for the SCEF to authorize it. 

Note 2:
Based on TS23.401 clause 4.3.17.8.3.2, when UE attaches “a PDN connection is established towards the selected SCEF”, which implies that more than one SCEF may be selected for each UE. Based on 23.682 clauses 5.13.1 and 5.13.2 the SCEF connection to be established e.g. at UE attached relies upon a SCEF configuration procedure to be accomplished. This means that the IN-CSE is expected to be provisioned to use the same SCEF (for a specific UE) as the one selected by the network during the UE's attachment to the network.

2.
The SCEF stores the UE Identity (External Identifier or MSISDN) and IN-CSE Identifier. The SCEF also authorizes the NIDD configuration request (for the received UE Identifier and APN combination) and obtains the UE’s IMSI.

3.
The SCEF sends an NIDD Configuration Response message to the IN-CSE to acknowledge acceptance of the NIDD Configuration Request.  This step is in response to API call of step 1.

Later, when the UE establishes the PDN Connection with the same APN, the UE’s MME will contact the SCEF and perform a T6a establishment procedure.  T6a refers to the reference point between the MME and SCEF.  The procedure is used by the MME to provide the SCEF with an IMSI, EBI, and APN combination and it is used by the SCEF to provide the MME with the maximum Non-IP packet size.  The IMSI, EBI, and APN will be needed by the SCEF when routing Non-IP Data between the IN-CSE and UE.

8.7.2.1.3.3 Mobile Terminated NIDD Procedure via the SCEF
Figure 8.7.2.1.3.3-1 illustrates the procedure used by an IN-CSE to send non-IP data to a UE via the SCEF, which assumes that the SCEF configuration procedure is completed.
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Figure 8.7.2.1.3.3-1 MT NIDD procedure via SCEF

1. The IN-CSE initiates the MT NIDD procedure by sending a Non-IP data packet towards the SCEF.  A UE Identity (e.g. External ID), APN, and SCEF ID combination is used as the UE’s PoA.  This step will be accomplished via an SCEF API call.    

Optionally, if the UE is not reachable (i.e. in a deep sleep mode due to PSM or eDRX), the SCEF may respond to the IN-CSE that the UE is not reachable and indicate if the data is buffered or discarded. This step is in response to API call of step 1.
Note 1: If the IN-CSE relies upon reachability monitoring to submit NIDD requests, the number of messages between the IN-CSE and SCEF would triple. It should be clarified if NIDD data buffering is supported by SCEF and how to provide configuration parameters, e.g. buffer size.

2. The MME uses the PDN connection to deliver the Non-IP data to the UE.
3. The SCEF indicates to the IN-CSE that the non-IP data packet was delivered.  This step is in response to API call of step 1. 
Note 2: The MT NIDD procedure cannot be executed on a group basis.  The group message feature that is exposed by the SCEF relies on MBMS. When distributing the same non-IP data to a group of devices, the SCS/AS executes the MT NIDD procedure for each UE in the group, unless all UE’s in the group support MBMS.

8.7.2.1.3.4 Mobile Originated NIDD Procedure via the SCEF

Figure 8.7.2.1.3.4-1 illustrates the procedure used by UE to send non-IP data to the IN-CSE via the SCEF.
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Figure 8.7.2.1.3.4-1 MO NIDD procedure via SCEF

1. The UE Hosted MN-CSE, ADN-AE, or ASN-CSE initiates UL NIDD procedures by sending non-IP data using the PDN connection.  The target IN-CSE is identified based on the APN that is associated with the PDN connection.  

2. The MME sends the Non-IP data packet, EBI, and IMSI to the SCEF.  The SCEF uses the EBI and IMSI to determine the UE’s External Identifier, APN, and the associated IN-CSE.

3. The SCEF sends the Non-IP Data, UE Identity (External ID or MSISDN), and APN to the IN-CSE.

8.7.2.2 IP Data Delivery via the Control Plane 

When IP data is received at the IN-CSE, the IN-CSE is not aware of whether the UE sent the data to the eNodeB via the user or control plane.  The UE Hosted MN-CSE, ADN-AE, or ASN-CSE is also largely unaware of whether its IP data is using the control plane or user plane path.  However, some entity on the UE, such as the UE Hosted MN-CSE, ADN-AE, or ASN-CSE may need to indicate whether the PDN connection is better suited for the control or user plane.

8.7.3 Key Issues and Requirements

8.7.3.1 Key SCEF Northbound API Requirements

To enable the Service Layer to use NIDD the following functionality is required:

	Number
	Description
	Notes

	REQ-8.7-01
	Support for SCEF configuration for NIDD procedure via SCEF


	See clause 8.7.2.1.3.2

	REQ-8.7-02
	Support for NIDD submit request/response procedure for MT NIDD via SCEF


	See clause 8.7.2.1.2.3

	REQ-8.7-03
	Support for NIDD submit request/response procedure for MT NIDD to a group or list of devices which is provided in the request.


	See clause 8.7.2.1.2.3

	REQ-8.7-04
	Support for SCEF notification of MO NIDD.


	See clause 8.7.2.1.2.2

	REQ-8.7-05
	In the case of MT NIDD for a group of devices, support for indication of NIDD receipt for each of the members of the group.


	

	REQ-8.7-06
	Support for SCS/IN-CSE configuration of NIDD buffering in the network.


	See Note 1 clause 8.7.2.1.3.3

	REQ-8.7-07
	Support for segmentation and re-assembly for NIDD.
	See Note 2 clause 8.7.2.1.1  

	REQ-8.7-08
	Support for optional acknowledgments for NIDD packet reception for MT cases.
	See Note 3 clause 8.7.2.1.1

	REQ-8.7-09
	Support for identifying the UE Application (ASN/MN-CSE or ADN-AE) that is to receive the MT non-IP packet. 
	See Note 1 clause 8.7.2.1.3.3

	REQ-8.7-10
	Support for identifying the SCS/AS that is to receive the MO non-IP packet. 
	See Note 1 clause 8.7.2.1.3.4

	REQ-8.7-11
	Support for MTU discovery by SCS/AS
	


8.7.3.2 Possible impacts on the SCEF Southbound Interface

	Number
	Description
	Notes

	IMPACT-8.7-01
	Possible need for NIDD header pertaining to the UE application to receive MT NIDD packet.
	See Note 1 clause 8.7.2.1.3.3


8.7.3.3 Further 3GPP requirements and clarifications

	Number
	Description 
	Notes

	ISSUE-8.7-01
	For NIDD via P-GW: how does the SCS/AS learn the IP Address used to reach the UE hosted Service Layer such that the MT NIDD is routed to the UE via the P-GW
	See Note 1 clause 8.7.2.1.2.1

	ISSUE -8.7-02
	If there are more than one SCEFs in the network, how does the SCS/AS (IN-CSE) discover and select the SCEF for a given UE?
	See Note 2 clause 8.7.2.1.3.2

	ISSUE -8.7-03
	For NIDD via P-GW: NIDD MT flows for devices in PSM mode should be clarified.  
	See Note 1 clause 8.7.2.1.2.3

	ISSUE -8.7-04
	It should be clarified if and how acknowledgement for MO NIDD packet delivery is supported.
	


8.7.3.4. oneM2M Key Issues

Provide support for use of Control Plane Data Delivery feature.
8.8 Monitoring event (Monitoring Type: UE reachability)
8.8.1 Description

The Network Service Exposure, Service Execution and Triggering (NSSE) CSF manages communications with the Underlying Networks for accessing network service functions over the Mcn reference point. When receiving downlink message from other CSFs and AEs to ADN/ASN/MN via 3GPP network, the NSSE CSF need get the UE reachability status from 3GPP network which is ADN/ASN/MN hosted before transferring the message.  3GPP support Monitoring Events feature to monitor specified events in 3GPP system to SCS/AS via SCEF, such as UE reachability.
The NSSE CSF is able to utilize this service to be notified when the UE becomes reachable for sending either SMS or downlink data to the UE. At the same time, the NSSE CSF could expose the UE reachability to other CSFs and AEs in Mcc and Mca reference point.
The NSSE CSF relies on the SCEF to provide functionality such as: configuring, detecting and reporting UE reachability event, configuring and monitoring UE sleep cycles, monitoring UE Idle Status, configuring Network Buffer Size, etc.

8.8.2 Feature Gap Analysis

8.8.2.1 PSM and eDRX timers

The IN-CSE can manage the underlying application and transport layer retransmission timers when it is communicating with an ASN/MN-CSE or ADN-AE that is hosted on a UE. This section addresses cases when S-GW buffering is enabled and when it is not enabled.
3GPP SA2 has defined power saving mode (PSM) and eDRX in order to reduce the power consumption for constrained M2M/IoT devices (i.e., UE in 3GPP) in [1]. When a UE is in deep sleep due to eDRX or PSM, it is not reachable for mobile terminated (MT) communication, in other words it is not able to receive the downlink traffic. 

3GPP SA2 has also defined an Extended Buffering mechanism to buffer downlink (i.e., MT) traffic when a UE is not reachable. When the extended buffering feature is enabled, the S-GW will buffer the downlink traffic for a UE based on parameters, such as:

Maximum latency: can be used to configure how long a UE sleeps.  It is defined in TS 23.682 as “Optionally, Maximum Latency indicating maximum delay acceptable for downlink data transfers. Maximum Latency is used for setting the periodic TAU/RAU timer for the UE as it sets the maximum period after which a UE has to connect to the network again and thereby becomes reachable. Determined by the operator, low values for Maximum Latency may deactivate PSM.”
Maximum Response Time: can be used to configure how long a UE stays reachable when it comes out of deep sleep. It is defined in TS 23.682 as “Optionally, Maximum Response Time indicating the time for which the UE stays reachable to allow the SCS/AS to reliably deliver the required downlink data. Maximum Response Time is used for setting the Active Time for the UE. When the UE uses extended idle mode DRX, the Maximum Response Time is used to determine how early this monitoring event should be reported to the SCS/AS before the next Paging Occasion occurs.”

Suggested number of downlink packets: can be used to configure how many packets can be buffered for a UE.  It is defined in TS 23.682 as “Optionally, Suggested number of downlink packets indicating the number of packets that the Serving Gateway shall buffer in case the UE is not reachable.”
Active Time value (T3324): can be used to configure how long the UE maintains idle status when transitioning from ECM_CONNECTED to ECM_IDLE. It’s suggested in TS23.682 as “The Maximum Response Time value can be configured as desired Active Time value in the HSS”

TAU/RAU Timer (T3412): can be used to configure the maximum period after which a UE has to connect to the network again and thereby becomes reachable. It’s suggested in TS23.682 as” Maximum Latency is used for setting the periodic TAU/RAU timer for the UE”

3GPP TS 23.682 (v13.5.0) specifies that the above parameters are configured by the SCS/AS via the SCEF so that MME and S-GW know that the feature is enabled, how to configure the UE’s sleep cycle, and how many packets to buffer. Note that the parameters that are provided by the SCEF are only guidance for the mobile core network. For example, the MME is not required to set Maximum Response Time equal to the UE’s Active Time; local policies may dictate that the MME do otherwise.

8.8.2.2 Monitoring event configuration and deletion procedure (UE reachability)
The 3GPP defined term ‘SCS’ in the flows corresponds to oneM2M IN-CSE.

The service flows defined in 3GPP TS23.682 are used in the following section as informative information only. oneM2M focus is on the northbound APIs of SCEF.
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Figure 8.8.2.2-1: Monitoring event configuration and deletion via HSS procedure
Figure 8.8.2.2-1illustrates the procedure of configuring monitoring at the HSS or the MME/SGSN. The involved SCEF northbound APIs are as below:
Step1 SCS(IN-CSE) sends Monitoring Request (External Identifier(s) or MSISDN(s) or External Group ID, SCS/AS Identifier, SCS/AS Reference ID, Monitoring Type, Maximum Number of Reports, Monitoring Duration, Monitoring Destination Address, SCS/AS Reference ID for Deletion, Group Reporting Guard Time, Reachability Type, Maximum Latency, Maximum Response Time, Suggested number of downlink packets) to SCEF.
Step 4b SCEF sends Monitoring Response () to SCS(IN-CSE).
Step 9 SCEF sends Monitoring Response (SCS/AS Reference ID, Cause) to SCS(IN-CSE) for single UE.
SCEF sends Monitoring Indication() to SCS(IN-CSE) for group of UEs
There are some gaps for the SCEF northbound APIs.
· Step1 In TS23682, the parameter Maximum Response Time of Monitoring Request means the time for which the UE stays reachable to allow the SCS/AS to reliably deliver the required downlink data. And 3GPP suggest to “Maximum Response Time is used for setting the Active Time for the UE in clause 5.6.1.4” and “The Maximum Response Time value can be configured as desired Active Time value in the HSS via O&M in clause 4.5.4.”. For UE reachability is explained as “UE reachability indicates when the UE becomes reachable for sending either SMS or downlink data to the UE, which is detected when the UE transitions to ECM_CONNECTED mode”. The Active Time (T3324) is defined in TS24008 as “In S1 mode, timer T3324 is reset and started with its initial value, when the MS changes from EMM-CONNECTED mode to EMM-IDLE mode.”  So there is time gap for the two parameters when UE stays in connected status.
· Step 4b this step is used to indicate that Group processing is in progress from SCEF to SCS. But there is no parameter defined.
· Step 9 For group based processing, SCEF may send the Monitor Indication to the SCS. But there is no parameter defined.
8.8.2.3 Monitoring event reporting procedure
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Figure 8.8.2.3-1: Monitoring event reporting procedure via HSS or MME
Figure 8.8.2.3-1 illustrates the common procedure flow of reporting Monitoring Events that are detected by the MME/SGSN or HSS. The Monitoring destination node should be IN-CSE in oneM2M perspective. The involved SCEF northbound APIs are as below:
Step 3 SCEF sends Monitoring Indication (SCS/AS Reference ID, External ID or MSISDN, Monitoring Information) for single UE to the Monitoring destination node (IN-CSE).
SCEF sends Monitoring Indication (SCS/AS Reference ID, External Group Identifier, External ID(s) or MSISDN(s), Monitoring Information) for group of UEs Monitoring destination node (IN-CSE).
There is one gap for the SCEF northbound APIs.
· Step 3, the parameter Monitoring Information is not specified.
8.8.2.4 Managing Retransmission Timers when Communicating with Sleeping Nodes  
oneM2M has the resource <schedule> which contains scheduling information. The ADN-AE, MN-CSE, or an ASN-CSE that is hosted on a UE use this resource to indicate the access timer.
· A child <schedule> resource of the <CSEBase> and <remoteCSE> resources indicates the time periods when the CSE can send and receive the request.
· A child <schedule> resource of the <AE> resource indicates the time periods when the application of a node can be accessed.
The scheduleElement attribute of <schedule> represents the list of scheduled execution times. Each entry of the scheduleElement attribute consists of a line with 7 field values. The <schedule> resource is shown in the Table 1.
Table 8.8.2.4-1:  Definition of m2m:scheduleEntry string format

	Field Name
	Range of values
	Note

	Second
	0 to 59
	

	Minute
	0 to 59
	

	Hour
	0 to 23
	

	Day of the month
	1 to 31
	

	Month of the year
	1 to 12
	

	Day of the week
	0 to 6
	0 means Sunday

	Year
	20000 to 9999
	


The <schedule> resource is used for the application layer to get the ASN/ADN/MN node status, which is similar with 3GPP above three timers.

An issue may arise from the fact that power saving intervals maybe quite long, e.g. several days, and do not match with the re-transmission timer set by the application.

CoAP/UDP/IP protocols are widely applied in the MTC world. They have some parameters related to delay with default values defined, i.e. ACK_TIMEOUT (2 seconds), ACK_RANDOM_FACTOR (1.5) and MAX_RETRANSMIT (4). The maximum time from the first transmission of message to the time when the server gives up on receiving an acknowledgement is calculated with a formula: ACK_TIMEOUT * ((2 ** (MAX_RETRANSMIT + 1)) - 1) *ACK_RANDOM_FACTOR, which by applying default values of the parameters is equal to 93 seconds.

Other protocols used by MTC applications, such as MQTT/XMPP, rely on the re-transmission mechanism in TCP for reliable transmission, by default the initial SYN packet will be repeated 3 times.

If protocols such as CoAP or TCP are used and retransmission timers are small, the sleep period may not be set for a very long periods, because the retransmission schemes in application/transport protocols are not designed to wait for such long time periods for a response message. On the other hand, if the sleep period is designed to be only several seconds, it seems this would violate the original intention to introduce PSM, i.e. saving the power consumption of the UE. 

Issue 1:  If the sleep time is larger than the retransmission timer, then the underlying application or transport layer protocols of the IN-CSE will send multiple retransmissions to the UE while it is sleeping.  On the other hand, if the sleep time (Maximum Latency) is smaller than the retransmission timer, it may effectively disable the use of deep sleep modes or make the use of deep sleep inefficient.

In case that there is no buffering mechanism applied in the 3GPP network and the UE is in deep sleep, the IN-CSE may attempt to send data to the UE and the underlying application or transport layer protocol will retransmit the packet many times because it does not receive an ACK.  The initial transmission and the retransmissions will be dropped. 

In case where S-GW buffering is applied in 3GPP network and the UE is in deep sleep, the IN-CSE may attempt to send data to the UE but the underlying application or transport layer protocol will retransmit the packet many times because it will not receive an ACK.  Depending on how “Suggested number of downlink packets” is set, the retransmitted packets may all end up in the buffer and will all be sent to the UE when it comes out of deep sleep.
Issue 2:  Depending on how the S-GW buffer is configured, duplicate packets may be buffered and sent to the UE when it wakes up.  

 Figure 8.8.2.4-1illustrates the inefficient buffering and retransmission process due to the lack of coordination between the 3GPP network and the underlying application or transport layer retransmission timers. Specifically, IN-CSE may retransmit several times since it is not aware that UE is in deep sleep for a long time. In case that the buffering is enabled, S-GW will forward multiple duplicate MT data packets it buffered to UE once UE wakes up and becomes reachable. If the buffering is NOT enabled, all the data packets are dropped at S-GW, and UE won’t get any MT data.
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Figure 8.8.2.4-1: Inefficient Buffering and Underlying Application or Transport Layer Retransmission mechanism
For cases where the IN-CSE is assumed to know, based on application layer signaling, when then UE is sleeping and it is unlikely that the IN-CSE will send data when the UE is sleeping, the IN-CSE should ensure that “Suggested number of downlink packets” is set to 1 so that the UE does not receive duplicate copies of the same packet. Although protocols such as CoAP and TCP can detect and discard duplicate packets, it is inefficient to send multiple packets on the UE’s air interface.  In this scenario, where “Suggested number of downlink packets” is set to 1, the IN-CSE should also ensure that multiple packets are not allowed to be in simultaneously in transmit towards the UE.

For cases where it cannot be assumed that the IN-CSE knows when then UE is sleeping, the IN-CSE should use the SCEF to determine when the UE is sleeping and when it is awake, so that underlying application or transport layer retransmission timers can be adjusted. For example, a reachability event notification from the SCEF (as defined in section 5.6.1.4 of TS 23.682) could be used as an indication to the IN-CSE that the UE is not in deep sleep and that a relatively small retransmission timer value can be used. When the IN-CSE has not been in communication for a relatively long period of time, a longer retransmission timer value, based on the UE’s sleep time, can be used. By configuring “Suggested number of downlink packets” to a larger value and allowing multiple (different) packets to be in transit to the UE at the same time, the IN-CSE can ensure that larger amounts of data can be sent during sleep and will be received by the UE when it wakes up. 
Issue 3:  <schedule> of UE conflicts with PSM related timers, and may interrupt the UE PSM.
In UE PSM as shown in Figure 8.8.2.4-2, the red pillar means the US is in connected status, the black rectangle means the UE is in Idle State and the grey part means UE is in PSM.
The Active timer value should indicate the time for which the UE stays Idle State.

The monitor Report of UE reachability from MME to SCS, the start time should be from when the UE becomes connected. But how long UE stays in connected status depends on if there is a UE mobile originated event like data transfer or signaling and is not fixed. This means that the time which UE stays reachable is not fixed. If the Active Time value is equal the Maximum Response Time, then in the figure below, step 6, when the IN-CSE receives a reachability report, the UE is still reachable even after Maximum Response Time.
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Figure 8.8.2.4-2 PSM related timers
If the <schedule> of ASN-CSE is set in PSM period which is in the grey part above, and the ASN-CSE wants to report data, the UE will deactivate PSM and change to connected status. It increases the power consumption of the terminal.
So the <schedule> needs to be synchronized with 3GPP PSM related timer to optimize power consumption. For example, IN-CSE may use Maximum Response Time to set the TAU timer and Maximum Latency to set Active Time value, then IN-CSE may set the start time of <schedule> to the time the UE changes to idle state, and the period of <schedule> may be the Maximum Response Time and Maximum Latency. 
For example, the Active timer of the UE is 30 minutes, and the TAU timer of UE is 6 hours. The Start time of UE change to idle status is 8:00 am. So the schedule could be set to: * 0-30 2, 8, 14, 20 ****.

In case of the ASN-CSE hosted on UE, the ASN-CSE will establish connection on 2:00-2:30, 8:00-8:30, 14:00-14:30, 20:00-20:30.
Figure 8.8.2.4-3 shows an example flow for adjusting the underlying application or transport layer retransmission timer through the event monitoring of UE reachability defined in TS 23.682. This could prevent IN-CSE retransmitting duplicate MT traffic when UE is in deep sleep.
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Figure 8.8.2.4-3: Adjusting Underlying Application and Transport Layer Retransmission Timer or Synchronizing Application Layer <schedule> through Event Monitoring
The oneM2M system should take the information above into consideration in the when dealing with sleeping UEs and should expose information to the underlying application or transport layer so that retransmission timers maybe optimized.

8.8.3 Key Issues and Requirements 
8.8.3.1 Key SCEF NorthBound API Requirements
Table 8.8.3.1-1 SCEF northbound API requirements
	Number
	Description
	Notes

	REQ-8.8-01
	Configure  UE reachability event
	Step1 Monitoring Request（SCS->SCEF） in clause 5.6.1.4 TS 23.682[i.5]
Step 4b Monitoring Response (SCEF->SCS) in clause 5.6.1.4
Step 9 Monitoring Response or Indication(SCEF->SCS) in clause 5.6.1.4

	REQ-8.8-02
	Report the UE reachability  status
	Step 3 Monitoring Indication in clause 5.6.3.3

	REQ-8.8-03
	Configure UE sleep cycles (i.e. Maximum Latency and Maximum Response Time)
	See clause 8.8.2.4

	REQ-8.8-04
	Monitoring the UE sleep cycles (e.g. last Assigned Active Timer and Periodic Tracking Area Update Timer)
	See clause 8.8.2.4

	REQ-8.8-05
	Monitoring the UE Idle Status (i.e. Idle Mode Start Timestamp)
	See clause 8.8.2.4

	REQ-8.8-06
	Configure Network Buffer Size  (i.e. Suggested Number of Downlink Packets)
	See clause 8.8.2.4


8.8.3.2 Possible impacts on the SCEF Southbound Interface

N/A

8.8.3.3 Further 3GPP requirements and clarifications
Table 8.8.3.3-3 Issues to be clarified by 3GPP (Stage 2)
	Number
	Description
	 Notes

	ISSUE-8.8-01
	The relationship between parameter Maximum Response Time and Active Time Value of PSM should be clarified.
	Step1 Monitoring Request(SCS->SCEF) in clause 5.6.1.4 TS 23.682[i.5]

	ISSUE-8.8-02
	The parameter Monitoring Information of UE reachability status is not specified
	Monitoring Indication（SCEF->SCS）in clause 5.6.3.3 TS 23.682[i.5]


8.8.3.4. oneM2M Key Issues

Provide support for Monitoring of UE reachability.

8.9 Monitoring event (Monitoring Type: Location Reporting)
8.9.1 Description
The Location (LOC) CSF allows AEs to obtain geographical location information of Nodes (e.g. ASN, MN) for location-based services in Mca reference point. The LOC CSF obtains and manages geographical location information based on requests from AEs residing on either a local Node or a remote Node. The LOC CSF interacts with any of the following:

· a location server in the Underlying Network;

· a GPS module in an M2M device; or

· information for inferring location stored in other Nodes.

The functions supported by the LOC CSF are as follows:

· Requests other Nodes to share and report their own or other Nodes' geographical location information with the requesting AEs.

· Provides means for protecting the confidentiality of geographical location information.

The Monitoring Events feature is intended for monitoring of specific events in 3GPP system and making such monitoring events information available via the SCEF.
This monitoring event Location Reporting allows the SCS/AS to request either the Current Location or the Last Known Location of a UE. The supported location accuracy is at either cell level (CGI/ECGI), eNodeB, TA/RA level. Only One-time Reporting is supported for the Last Known Location. One-time and Continuous Location Reporting are supported for the Current Location. For Continuous Location Reporting the serving node(s) sends a notification every time it becomes aware of a location change, with the granularity depending on the requested accuracy.
The Location (LOC) CSF is able to utilize this service to get the node (which is ASN, MN or ADN hosted on the UE) location information from 3GPP network.
The LOC CSF relies on 3GPP SCEF to provide functions such as: Configure Location Reporting event, Detect the Location Reporting event and Report the Location information.
8.9.2 Feature Gap Analysis
The 3GPP defined term ‘SCS’ in the flows corresponds to oneM2M IN-CSE.

The service flows defined in 3GPP TS23.682 are used in the following section as informative information only. oneM2M focus is on the northbound APIs of SCEF.

8.9.2.1 Monitoring event configuration and deletion procedure (Location Reporting)
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Figure 8.9.2.1-1: Monitoring event configuration and deletion via HSS procedure

Figure 8.9.2.1-1 illustrates the procedure of configuring monitoring at the HSS or the MME/SGSN. The involved SCEF northbound APIs are as below:
Step1 SCS(IN-CSE) sends Monitoring Request (External Identifier(s) or MSISDN(s) or External Group ID, SCS/AS Identifier, SCS/AS Reference ID, Monitoring Type, Maximum Number of Reports, Monitoring Duration, Monitoring Destination Address, SCS/AS Reference ID for Deletion, Group Reporting Guard Time, Location Type, Accuracy) to SCEF.
Step 4b SCEF sends Monitoring Response () to SCS(IN-CSE).
Step 9 SCEF sends Monitoring Response (SCS/AS Reference ID, Cause) or Indication () to SCS(IN-CSE).
There are some gaps for the SCEF northbound APIs.
· Step 1 The Accuracy parameter indicates desired level of accuracy of the requested location information. In [2] TS23.682 notes that “the format of parameter Accuracy should refer OMA Presence API “.When 3GPP define this API, the format of parameter Accuracy should be specified.
· Step 4b This step is used to indicate that Group processing is in progress from SCEF to SCS. But there is no parameter defined.
· Step 9 For group based processing, SCEF may send the Monitor Indication to the SCS. But there is no parameter defined. At the same time, this step could report of the current or last known location depending on what was requested, the SCEF would map eNodeB-ID/cell-ID/RAI/TAI to geo-location before reporting to the SCS/AS. But there is no parameter indicating geo-location information.
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Figure 8.9.2.1-2: Requesting monitoring via PCRF

Figure 8.9.2.1-2 illustrates the procedure to request monitoring events reporting via PCRF. The only one time report is supported by PCRF. 
The procedure using SCEF northbound APIs is described below:
Step1: SCS sends Monitoring Request(External Identifier(s) or MSISDN(s), SCS/AS Identifier, Monitoring Type("Location Reporting" for a single UE), Priority, Monitoring Duration, Monitoring Destination Address, UE IP address and service information, Location Type) to SCEF
Step4: SCEF sends Monitoring Response (SCS/AS Reference ID, Cause) to SCS(IN-CSE)
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Figure 8.9.2.1-3: Requesting monitoring via PCRF for a group of UEs

Figure 8.9.2.1-3 illustrates the procedure to request monitoring events reporting via PCRF for a group of UEs. For monitoring for a group of UEs, the SPR is configured with the External Group Identifier the UE belongs to.
The procedure using SCEF northbound APIs is described below:
Step1 SCS(IN-CSE) sends Monitoring Request (External Identifier(s) or MSISDN(s) or External Group ID, SCS/AS Identifier, SCS/AS Reference ID, Monitoring Type, Maximum Number of Reports, Monitoring Duration, Monitoring Destination Address, SCS/AS Reference ID for Deletion, Group Reporting Guard Time, Location Type) to SCEF.
Step5 SCEF sends Monitoring Response (SCS/AS Reference ID) to SCS(IN-CSE)
Step8 SCEF sends Monitoring Indication including multiple instances of the 4-tuple (SCS/AS Reference ID, UE IP address, External Group Identifier, Cause) to SCS(IN-CSE)
There are some gaps for the SCEF northbound APIs.
· Step1 It is the same API interface for Monitoring Request for the single UE and group of UE, but whether PCRF support group of UE or not is not definite. The new API should be needed to distinguish it.
· Step1 There is no Accuracy parameter to indicate desired level of accuracy of the requested location information comparing with the parameters in Step1 Figure 8.*.3.1-1
8.9.2.2 Monitoring event reporting procedure
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Figure 8.9.2.2-1: Monitoring event reporting procedure via HSS or MME
Figure 8.9.2.2-1 illustrates the common procedure flow of reporting Monitoring Events that are detected by the MME/SGSN or HSS. The Monitoring destination node should be IN-CSE in oneM2M perspective. The involved SCEF northbound APIs are as below:
Step 3 SCEF sends Monitoring Indication (SCS/AS Reference ID, External ID or MSISDN, Monitoring Information) for single UE to the Monitoring destination node (IN-CSE.).
SCEF sends Monitoring Indication (SCS/AS Reference ID, External Group Identifier, External ID(s) or MSISDN(s), Monitoring Information) for group of UEs to the Monitoring destination node (IN-CSE.).
There is one gap for the SCEF northbound APIs.
· Step 3, The SCEF maps the reported 3GPP system specific location information to a geo-location and reports it. At last the parameter Monitoring Information of geo-location is not specified.
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Figure 8.9.2.2-2: Reporting event procedure

The Figure 8.9.2.2-2 illustrates the procedure to report Monitoring Events via PCRF. The involved SCEF northbound APIs are as below:
Step 2: SCEF sends Monitoring Indication (SCS/AS Reference ID, UE Identity, and Monitoring Information) to SCS(IN-CSE).
There is one gap for the SCEF northbound APIs.
· Step 2 The SCEF maps the reported 3GPP system specific location information to a geo-location and reports it. At last the parameter Monitoring Information of geo-location is not specified.
8.9.3 Key Issues and Requirements
8.9.3.1 Key SCEF NorthBound API Requirements

Table 8.9.3.1-1 Requirements on SCEF NorthBound interface

	Number
	SCEF API Requirements 
	Note

	REQ-8.9.01
	Support  UE Location Reporting Monitoring Configuration
	Step1: Monitoring Request（SCS->SCEF）in clause 5.6.1&5.6.4 TS23.682 [i.5]
Step 4b Monitoring Response in clause 5.6.1 &5.6.4 TS23.682 [i.5]

	REQ-8.9.02
	Support UE Location Reporting
	Monitoring Indication clause 5.6.3 & 5.6.5 TS23.682  [i.5]


8.9.3.2 Potential impact on SCEF SouthBound Interface
Table 8.9.3.2-1 Potential impacts on the SCEF SouthBound Interface
	Number
	Description
	Note

	IMPAC-8.9.01
	How SCEF chooses HSS or PCRF to support UE location Reporting monitor event should be clarified (SCEF-HSS/PCRF).
	


8.9.3.3 Further 3GPP requirements and clarifications

Table 8.9.3.3-1 Issues to be clarified by 3GPP (Stage 2)

	Number
	Description
	Note

	ISSUE-8.9.01
	The format of parameter Accuracy should be specified
	Step 1 Monitoring Request（SCS->SCEF）in clause 5.6.1 TS23.682 [i.5]

	ISSUE-8.9.02
	 Parameters should be defined to indicate that Group processing is in progress from SCEF to SCS. 
	Step 4b Monitoring Response（SCEF->SCS）i in clause 5.6.1 TS23.682 [i.5]

	ISSUE-8.9.03
	Parameters should be defined for group based processing.
	Step 9 Monitoring Indication（SCEF->SCS）in clause 5.6.3 TS23.682  [i.5]

	ISSUE-8.9.04
	The new API should indicate whether 3GPP supports group of UEs.
	Step1: Monitoring Request（SCS->SCEF）in clause 5.6.4 TS23.682 [i.5]


	ISSUE-8.9.05
	The  parameter Accuracy may be missing 
	Step1: Monitoring Request（SCS->SCEF）in clause 5.6.4 TS23.682  [i.5]

	ISSUE-8.9.06
	The parameter Monitoring Information of UE geo-location should be  specified
	Monitoring Indication（SCEF->SCS）in 5.6.3 & 5.6.5 TS23.682  [i.5]


8.9.3.4. oneM2M Key Issues

Provide support for Monitoring of UE location.

8.10 Support for Group Communication Patterns and Group Monitoring 

8.10.1 Description
In 3GPP TS 23.682, 3GPP has defined an External Group Identifier. Section 4.6.3 says “A subscription used for MTC may have one or several IMSI-Group Identifier(s) (see TS 23.003 [4]) that are stored in the HSS.” The External Group Identifier is used on the interface between the SCS/AS and SCEF.

The Monitoring and Communication Pattern provisioning procedures in TS 23.682 allow the SCS/AS to use the External Group Identifier to configuring monitoring events for groups of devices and configure communication patterns for groups of devices.  TS 23.682 says “When the External Group Identifier is used in the communication pattern provisioning or monitoring event configuration and deletion procedures, the HSS is able to resolve the External Group Identifier to an IMSI-Group Identifier.”

8.10.2 Feature Gap Analysis

8.10.2.1 Group Monitoring

The procedure for Monitoring Event configuration from TS 23.682 is shown in Figure 8.10.2.1-1. It is defined for monitoring specific events in 3GPP system and making such monitoring events information available via the SCEF to SCS/AS.  Events such as changes in association of the UE and UICC and/or new IMSI-IMEI-SV association, UE reachability, location change, loss of connectivity, communication failure, roaming status, and availability after DDN failure may be monitored.

As stated in TS 23.682, “If the SCS/AS wants to configure Monitoring Event for the group of UEs, the SCS/AS can send Monitoring Request message including External Group Identifier and Group Reporting Guard Time.” (step 1)
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Figure 8.10.2.1-1. Monitoring event configuration and deletion via HSS procedure
8.10.2.2 Communication Patterns for a Group of UEs

The SCEF allows the SCS/AS to provide the network with predictable communication patterns of a UE in order to enable network resource optimizations for such UE(s).  The procedure for configuring communication patterns from TS 23.682 is shown in Figure 8.10.2.2-1.
As stated in TS 23.682, “The SCS/AS sends an Update Request (External Identifier or MSISDN or External Group Identifier, SCS/AS Identifier, SCS/AS Reference ID(s), CP parameter set(s), validity time(s), SCS/AS Reference ID(s) for Deletion) message to the SCEF.” (step 1)
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Figure8.10.2.2-1 Signalling sequence for provisioning of CP Parameters

8.10.2.3 Analysis

The group monitoring and group communication pattern provisioning procedures are not very flexible in the sense that the group members are fixed. This limits the cases where they can be leveraged by the Service Layer, since it does not allow for operations using grouping based on service logic 

For example, consider a use case where a vending machine company distributes and maintains many vending machines in a shopping mall. The company wants all of the machines to use the same communications patterns so that they are easily managed. For example, new pricing information can be distributed to all devices at 6:00 am. However, when machines are moved in and out of the mall the vending company may no longer want them to be part of the group.  For example, some machines may be moved to a school; thus healthier food options have been added or different prices should be used.

Moreover, the vending company might expose its machines to advertising companies that provide content which gets updated regularly. The advertising companies are not allowed to change the pre-provisioned information, but they should be able to use service logic for grouping: e.g. machines used for products from a brand name vs. another.

To enable use cases using grouping based on service logic, e.g. for monitoring and group communication pattern provisioning procedures, addition the following functionality is required at the SCEF: 

Procedures for group management via SCEF, for example, create a group, and modify group membership 
8.10.3 Key Issues and Requirements 
8.10.3.1 Key SCEF NorthBound API Requirements

	Number
	Description
	Notes

	REQ-8.10-01
	Group management procedures e.g. create, delete, modify group membership, i.e. association between External Group Identifier and External Identifiers.
	See clause 8.10.2.3


8.10.3.2 Possible impacts on the SCEF Southbound Interface

N/A

8.10.3.3. Further 3GPP requirements and clarifications

N/A

8.5.3.4. oneM2M Key Issues

Provide support for use of Group Management feature.

8.11 Support for Low Access Priority 

8.11.1 Description
Starting with Release 10, 3GPP has identified signalling congestion control as one of the key issues to be addressed for MTC communications. The solution adopted introduces the concept of “Low Priority Indications” which allow communications from certain MTC devices or applications to be treated as a low priority. A subscriber may configure UEs for low access priority per an agreement with its operator. The agreement may include a specific pricing, so the low access priority use is reflected in CDRs.

8.11.2 Feature Gap Analysis

Support for Low Access Priority is enabled by configuring UEs, per agreement with operators, via a simple flag. On the M2M device, low access priority is used by applications or users that tolerate being deferred when competing with other devices for network resources. UEs may be configured for low access priority and provide indications when performing a NAS procedure or establishing an RRC connection, as described in TS 23.060 and TS 23.401.

When the UE provides the Low Access Priority indication (e.g. in the attach request) to the MME/SGSN during NAS signaling, it is used by the MME/SGSN to help determine if the request should be accepted.
The core network considers the device as ‘low access priority’ for the lifetime of the connection. The CN may choose to terminate the connection and it may reject messages with a backoff time which may be longer under overload/congestion. The network is also allowed to command the UE to move to a state where is does not need to generate further signaling messages and/or does not reselect the PLMN. Consequently, the application needs to be designed to be tolerant to delays when accessing the network.

The UE configuration for Low Access Priority may be provided at the time of production (on UE/USIM) or performed via OMA Device Management procedures or OTA (Over-the-air) interface. This information is not available in the subscription information stored in the HSS/HLR, hence the network is not able to identify a ‘low access priority’ device unless the device indicates low access priority in the NAS or RRC procedures.

A subscriber may also, by agreement with its operator, configure the UEs with a permission for overriding Low Access Priority. CDRs show whether the UE activated the PDN connection with or without low access priority.

The existing Low access Priority mechanism depends on the UE providing the indication. However in many scenarios the SCS/AS may be in a better position to determine the importance of the communication with the device than device itself. Mobile Network Operators in particular may be interested in having more dynamic control of this feature without Device Management operations at the UE.

Communication with an M2M device may be critical under specific circumstances meaningful only at Service Layer level. For example, consider the case where sensors are used for monitoring of backup equipment of a power plant. Normally the sensor readings are infrequent and use Low Access Priority. However, when the main power plant has an emergency, the sensors associated with the backup equipment should not be treated as low priority. The Application Server used for management and monitoring is best suited to make this determination based on the status of the platform, sensor locations, etc. This information may be used to override the Low Access Priority indication in the network for selected devices. 

8.11.3 Key Issues and Requirements

8.11.3.1 Key SCEF NorthBound API Requirements

	Number
	Description
	Notes

	REQ-8.11-01
	Configure  UE  connection for Low Access Priority
	See clause 8.11.2

	REQ-8.11-02
	Configure override of Low Access Priority for a UE connection
	See clause 8.11.2


8.11.3.2 Possible Impacts on the SCEF Southbound Interface

N/A

8.11.3.3 Further 3GPP Requirements and Clarifications

N/A
8.5.3.4. oneM2M Key Issues

Provide support for use of Low Access Priority.

-----------------------End of Change 5 ---------------------------------------------
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