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Introduction
The <schedule> resource contains scheduling information. The usage of the <schedule> resource is slightly different depending on the associated resource type, such as follows:

•
A child <schedule> resource of the <CSEBase> and <remoteCSE> resources shall indicate the time periods when the CSE can send and receive the request.

•
A child <schedule> resource of the <AE> resource shall indicate the time periods when the application of a node can be accessed.

•
A child <schedule> resource of the <subscription> resource shall indicate the time periods when the notifications can be sent to be Receiver.

•
A <schedule> resource linked as mgmtLink attribute of the <cmdhNwAccessRule> resource shall indicate the time periods when use of specific underlying networks is allowed.
Issue1: How to synchronize the <schedule> between the <CSEBase> and <remoteCSE>?

A <remoteCSE> resource shall represent a Registree CSE that is registered to the Registrar CSE. <remoteCSE> resources shall be located directly under the <CSEBase> resource of Registrar CSE.  The <schedule> of <remoteCSE> shall indicate the time periods of Registrar CSE.  The <schedule>  of the  <remoteCSE> should the announcement of the Registrar CSE.
Issue2: How to CRUDN the child  <schedule> resource of the <CSEBase> and <AE> from IN-AE?

The ASN/MN-CSE/AE, ADN-AE can CUD the  it’s <schedule>  based on the device manufacture policy, the IN-AE can CRUDN the <schedule> of the node as well.. For example, IN-AE can subscribe the <schedule> of the node to send setting command to the node periodically. oneM2M should support  to CRUDN <schedule> resource via Mca reference point.
-----------------------Start of change 1-------------------------------------------
2.2
Informative references
[i.xx]                  IETF RFC 7390: “Group Communication for the Constrained Application Protocol (CoAP)”
-----------------------End of change 1---------------------------------------------
-----------------------Start of change 2-------------------------------------------

3.2
Abbreviations

For the purposes of the present document, the following abbreviations apply:

2G
Second Generation

3GPP
3rd Generation Partnership Project

3GPP2
3rd Generation Partnership Project 2

A/AAAA
IPv4/IPv6 DNS records that are used to map hostnames to an IP address

AAA
Authentication, Authorization, Accounting

AAAA
Authentication, Authorization, Accounting and Auditing

ACA
Accounting Answer

ACP
Access Control Policy

ACR
Accounting Request

ADN
Application Dedicated Node

ADN-AE
AE which resides in the Application Dedicated Node

AE
Application Entity

AE/CSE
Application Entity/Common Services Entity

AE-ID
Application Entity Identifier

AID
Addressing and Identification

Annc
Announced

API
Application Program Interface

App-ID
Application Identifier

AS
Application Server
ASCII
American Standard Code for Information Interchange
ASM CSF
Application and Service Layer Management CSF

ASM
Application and Service Layer Management

ASN
Application Service Node

ASN/MN
Application Service Node/Middle Node

ASN-AE
Application Entity that is registered with the CSE at Application Service Node
ASN-CSE
CSE which resides in the Application Service Node





BBF
BroadBand Forum

CDR
Charging Data Record

CF
Configuration Function

CHF
Charging Function

CM
Conditional Mandatory

CMDH
Communication Management and Delivery Handling

COSEM
Companion Specification for Energy Metering
CP
Communication Patterns
CRUD
Create Retrieve Update Delete

CRUDN
Create Retrieve Update Delete Notify

CSE
Common Services Entity

CSE-ID
Common Service Entity Identifier

CSE-PoA
CSE Point of Access

CSF
Common Services Function

DCF
Device Configuration Function

DDMF
Device Diagnostics and Monitoring Function

DFMF
Device Firmware Management Function

DHCP
Dynamic Host Configuration Protocol

DIS CSF
Discovery CSF

DIS
Discovery

DM
Device Management

DMG CSF
Device Management CSF

DMG
Device Management

DMR
Data Management and Repository

DNS
Domain Name Server

DTMF
Device Topology Management Function

ESN
Electronic Serial Number

FQDN
Fully Qualified Domain Name

GMG CSF
Group Management CSF

GMG
Group Management

GPRS
General Packet Radio Service

GPS
Global Positioning System

GSMA
GSM Association (Global System for Mobile Communications Association)

GW
Gateway

HA/LMA
Home Agent/Local Mobility Agent

HAAA
Home AAA

HLR
Home Location Register

HSS
Home Subscriber Server

HTTP
HyperText Transfer Protocol

ID
Identifier

IETF
Internet Engineering Task Force

IMEI
International Mobile Equipment Identity

IMS
IP Multimedia System

IMSI
International Mobile Subscriber Identity

IN
Infrastructure Node

IN-AE
Application Entity that is registered with the CSE in the Infrastructure Node

IN-CSE
CSE which resides in the Infrastructure Node

IN-DMG
Infrastructure Node Device ManaGement

IN-DMG-MA
Infrastructure Node Device ManaGement Management Adapter

IP
Internet Protocol

IPE
Interworking Proxy application Entity

ISO
International Organization for Standardization

ITU-T
ITU Telecommunication Standardization Sector

IWF
InterWorking Function

JNI
Java Native Interface
JSON
JavaScript Object Notation
LOC CSF
Location CSF

LOC
Location

LWM2M
Lightweight M2M

M2M
Machine to Machine

M2M-IWF
M2M InterWorking Function

M2M-Sub-ID
M2M service Subscription Identifier

MA
Mandatory Announced
MAF
M2M Authentication Function

MBMS
Multimedia Broadcast Multicast Service
Mca
Reference Point for M2M Communication with AE

Mcc
Reference Point for M2M Communication with CSE

Mcc'
Reference Point for M2M Communication with CSE of different M2M Service Provider

Mch
Reference Point for M2M Communication with external charging server

Mcn
Reference Point for M2M Communication with NSE
Mcs
Reference Point to access functions and data protected within local secure environmentsMEID
Mobile Equipment Identifier

MIP
Mobile IP

MN
Middle Node

MN-AE
Application Entity that is registered with the CSE in Middle Node

MN-CSE
CSE which resides in the Middle Node
MQTT
Message Queuing Telemetry Transport
MSISDN
Mobile Subscriber International Subscriber Directory Number

MTC
Machine Type Communications

NA
Not Announced

NAT
Network Address Translation

NoDN
Non-oneM2M Node

NSE
Network Service Entity

NSSE CSF
Network Service Exposure, Service Execution and Triggering CSF

NSSE
Network Service Exposure, Service Execution and Triggering

OA
Optional Announced
OIC
Open Interconnect Consortium
OID
Object Identifier

OMA
Open Mobile Alliance

OMA-DM
Open Mobile Alliance Device Management
OWL
Web Ontology Language

PDP
Packet Data Protocol
PDSN
Packet Data Serving Node

PMIP
Proxy Mobile IP

PoA
Point of Access

PPP
Point to Point Protocol
PRO
Protocol
QoS
Qualify of Service

RAM
Random Access Memory
RDF
Resource Description Framework
REG CSF
Registration CSF

REG
Registration

RFC
Request for Comments

RO
Read Only

RPC
Remote Procedure Calls

RW
Read Write

SCA CSF
Service Charging and Accounting CSF

SCA
Service Charging and Accounting
SCEF
Service Capability Exposure Function
SCS
Services Capability Server

SDO
Standards Developing Organization
SE
Secure Environment
SEA
Security Association Endpoint
SEC CSF
Security CSF

SEC
Security

SIP
Session Initiation Protocol

SLA
Service Level Agreement

SMF
Software Monitoring Function

SMS
Short Messaging Service

SP
Service Provider

SPARQL
SPARQL Protocol and RDF Query Language
SP-ID
Service Provider Identifier
SSM
Service Session Management

SUB CSF
Subscription and Notification CSF

SUB
Subscription and Notification
TLS
Transport Layer Security

TP
Traffic Patterns
TR
Technical Report

TS
Technical Specification

Tsms
Interface between Short Message Entity (SME) and Short Message Service Center (SMS SC)

Tsp
Interface between Service Capability Server (SCS) and Machine Type Communication (MTC) InterWorking Function

UE
User Equipment

UL
UpLink

URI
Uniform Resource Identifier

URL
Uniform Resource Locator

URN
Uniform Resource Name

UTRAN
Universal Terrestrial Radio Access Network

UUID
Universally Unique Identifier

WLAN
Wireless Local Area Network

WO
Write Once
XML
Extensible Markup Language

XSD
XML Schema Definition
-----------------------End of change 2---------------------------------------------
-----------------------Start of change 3-------------------------------------------
10.2.7.13
Multicast Group Management Procedures
In case the multicast mechanism is used to fan-out group operations to members, the group hosting CSE shall maintain the necessary information pertaining to the multicast group(s) that belong to the addressed group, such as the mapping relationship between the member resources and the multicast address(es) and the target URI(s) in the fan out requests. 
For each multicast group of a <group> resource, the group hosting CSE shall maintain the information as specified in table 10.2.7.13-1.
Table 10.2.7.13-1: Multicast Group Information managed by group hosting CSE
	Information 
	Multiplicity
	Description

	groupID
	1
	Indicates the group resource identify which the Multicaste Group Information belongs to.

	multicastGroupID
	1
	Indicates the Multicast Group Information identify which includes member Hosting CSEs supporting the same network multicast capability

	multicastType
	1
	Indicates the underlying networks multicast capability of the group members, the value shall be one of the following:
· 3GPP_MBMS_group,
· IP_mulicast_group. 

	externalGroupID
	0..1
	If the multicastType is 3GPP_MBMS_group, the externalGroupID is the External-Group-ID as specified in 3GPP TS23.682[i.14] clause 4.6.3

	multicastAddress
	1
	The multicast address is allocated to the members in the memberList and shared by the members of this multicast group. How to configurate the multicast address can refer RFC7390[i.xx]

	addressType
	1
	It is used to describe the address type of the multicastAddress, e.g. IPv4 or IPv6.

	multicastGroupFanoutTarget
	1
	Used as the target URI of the fan out request sending to the members.
It is a virtual identifier allocated by the group hosting CSE corresponding to the access paths (i.e. Resource-IDs, which may be different) of the member resources on the member hosting CSEs. 

	memberList
	1(L)
	List of all member resourceIDs in the multicast group. Each member resourceID corresponds to a member resource.

	groupServiceServerAddress
	0..1
	It is used only when the multicastType is 3GPP_MBMS_group, and it is the address of 3GPP group service server (e.g. SCEF);



-----------------------End of change 3---------------------------------------------

-----------------------Start of change 4-------------------------------------------
10.2.7.13.1
Multicast Group Information and <localMulticastGroup> Creation Procedures
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Figure 10.2.7.13.1-1: Multicast Group Information and <localMulticastGroup> creation procedures
Figure 10.2.7.13.1-1 illustrates how the Multicast Group Information and <localMulticastGroup> resource works on the group Hosting CSE and the group members Hosting CSEs.
001: The IN-AE/CSE sends a group resource creation request to the group Hosting CSE which includes member resource identifier list.
For example, member resources m11, m12, m21 and m22 are respectively located on two M2M devices ASN-CSE1 and ASN-CSE2. The resource identifiers are:
m11: /d1.example.org/xx1/aa
m12:/d1.example.org/yy1/bb
m21: /d2.example.org/xx2/cc
m22: /d2.example.org/yy2/dd
002: The group Hosting CSE creates the group resource as requested.
003: The group Hosting CSE returns the group creation response to IN-AE/CSE
004: The group Hosting CSE retrieves multicast capability of all member Hosting CSEs and determines whether it is necessary to create a multicast group. If no member hosting CSE supports multicast capability or no more than one member Hosting CSEs support the same multicast capability, no multicast procedure is eligible.
 If at least two member Hosting CSEs support the same multicast capability, the group Hosting CSE determines to create multicast group, and performs all the actions: assign the multicast type based on the multicast capability, and allocate multicast address and multicast address type to the member resources of the multicast group. For a guide to an allocation scheme of IPv4 and IPv6 multicast address spaces, reference may be made to standard documents such as [RFC 3171] and [RFC 4291].
· If the multicastType is 3GPP_MBMS_group, and the member hosting CSEs have the same externalGroupID, the group Hosting CSE shall allocate the externalGroupID based on the externalGroupID of the member hosting CSEs and set the group hosting CSE resourceID as the responseTarget, set the memberList as in the request, allocate a virtual fanout universal identifier for multicastGroupFanoutTarget according to the member resource identifiers, and establish the mapping relationship between virtual fanout universal identifier and member resource identifiers. Step 5-7 are only used for creation procedure in case of  IP_multicast_group.
· Editor’s note:  More details of creating 3GPP MBMS group is for further study.
· If the multicastType is IP_multicast_group, the group Hosting CSE shall set the memberList as in the request, allocate a virtual fanout universal identifier for multicastGroupFanoutTarget  according to the member resource identifiers, establish the mapping relationship between virtual fanout universal identifier and member resource identifiers and set the group hosting CSE resourceID as the responseTarget.
· Note1：The current group based multicast can only be used when member hosting CSE and Group Hosting CSE have direct registration relationship. For example, the group Hosting CSE residing on IN-CSE can create multicast group for member Hosting CSE residing on MN-CSE, and can not create multicast group for member Hosting CSE residing on ASN-CSE which registers to the MN-CSE.
· Note2：The current group based multicast can only be applied between CSEs, multicast to ADN is FFS 
· Notes3: The externalGroupID which is pre-provisioned in operator network. The service provider and the operator should negotiate the mapping between externalGroupID and resourceID before pre-provision.
The group Hosting CSE establishes a mapping relationship between the multicast address and the fanout target according to the member resource identifiers on the member hosting CSE. The multicastGroupFanoutTarget should be set to /groupHostingCSE-ID/****. The multicastGroupFanoutTarget should be uniquely assigned by the group Hosting CSE.
In this example, the  Multicast Group Information is illustrated in figure 10.2.7.13.1-2. 


[image: image3.emf]<Group Hosting CSEbase>

ResourceID:/CSE090112

<Group>

ResourceID:/CSE090112/grp1

Multicast Group Information

groupID:

/CSE090112/grp1

multicastGroupID:01

multicastType: 

IP_multicast_group

multicastAddress: 

[FF32:30:3FFE:FFFF:1::1234]

addressType: IPv6

multicastGroupFanoutTarget: 

/CSE090112/forIPMulticast1

memberList: 

/d1.example.org/xx1/aa

/d1.example.org/xx2/bb

/d2.example.org/xx1/cc

/d2.example.org/xx2/dd


Figure 10.2.7.13.1-2: Multicast Group Information
005: The group Hosting CSE sends <localMulticastGroup> creation request which carries a mapping relationship between the virtual identifier and the member resources to the member Hosting CSEs to advertise them to join the multicast group corresponding to the multicast address in unicast mode.  In this example, the group Hosting CSE should send two group advertisement messages to the members. 
006: The member Hosting CSEs receive the creation request and use a multicast management protocol such as MLD or IGMP according to the method of the prior art to join the multicast group corresponding to the multicast address indicated in the multicast group advertisement. 
The member Hosting CSEs create the < localMulticastGroup > after successfully joining the multicast group and store  a mapping relationship between the virtual identifier and the multicast address,  and a mapping relationship between the member list and the multicast address.
In this example, the both ASN-CSE1 and ASN-CSE2 create one <localMulticastGroup> resource to record to which multicast group its local member resources have joined.
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Figure 10.2.7.13.1-3: <localMulticastGroup> resource in member Hosting CSE
007: The members Hosting CSEs send the response to group Hosting CSE.
008: The group Hosting CSE aggregates the response messages from member Hosting CSEs, if there are at least two members responded successfully, the group Hosting CSE shall create the Multicast Group Information locally. .
As a result, the group Hosting CSE may create one or more Multicast Group Information according to the member resources of the group resource created by IN-AE/CSE.
-----------------------End of change 4---------------------------------------------
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