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Introduction
R02 Update the procedure based on the discussion via the emails:

1) Do not add any new response types for multicast group communication.  Delete the description about Response Type and oneM2M Acknowledgement in TS-0001. In PRO(TS-0004/TS-0008) procedure, multicast group solution supports BlockingRequest and nonBlockingRequestAsynch at the same time.
2) For BlockingRequest mode, the CoAP binding should be NON-CON.
3) For nonBlockingRequestAsynch mode, there is no acknowledgement in the procedure and the CoAP binding should be NON-CON. In addition, it does need a response target to aggregate all the response messages from member hosting CSEs. By now, the default value is Group Hosting CSE. In the future, it may be another node. 
R03 & R04: Editorial update according to the comments from SeungMyeong: using ‘originator’, resource ID, CSE-ID example, reference format, etc.
R05: rephrased the multicastGroupFanoutTarget description; update the multicastType as the same as the attribute multicastCapability of the <remoteCSE> resource according to the comments from PRO
-----------------------Start of change 1-------------------------------------------
9.6.44
Resource Type localMulticastGroup
The <localMulticastGroup> resource indicates that that a Member Hosting CSE is a member of a multicast group. The <localMulticastGroup> resource is created as a child resource of the <CSEBase> resource. A <CSEBase> resource may have multiple <localMulticastGroup> resources. 
The <localMulticastGroup> resource shall contain the child resources specified in table 9.6.44-1.

Table 9.6.44-1: Child resources of <localMulticastGroup> resource

	Child Resources of <localMulticastGroup>
	Child Resource Type
	Multiplicity
	Description

	[variable]
	<transaction>
	0..n
	See clause 9.6.48


The <localMulticastGroup> resource shall contain the attributes specified in table 9.6.44-2.
Table 9.6.44-2: Attributes of <localMulticastGroup> resource

	Attributes of < localMulticastGroup >
	Multiplicity
	RW/

RO/

WO
	Description

	resourceType
	1
	RO
	See clause 9.6.1.3.

	resourceID
	1
	RO
	See clause 9.6.1.3.

	resourceName
	1
	WO
	See clause 9.6.1.3.

	parentID
	1
	RO
	See clause 9.6.1.3.

	creationTime
	1
	RO
	See clause 9.6.1.3.

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3.

	expirationTime
	1
	RW
	See clause 9.6.1.3.

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3.

	dynamicAuthorizationConsultationIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.

	announceTo
	0..1(L)
	RW
	See clause 9.6.1.3.

	announcedAttribute
	0..1(L)
	RW
	See clause 9.6.1.3.

	externalGroupID
	0..1
	RW
	It is the External-Group-ID as specified in 3GPP TS23.682 [i.14] clause 4.6.3. It is the globally unique ID exposed by the underlying network for performing group related services on a specific group.

	multicastAddress
	1
	RW
	The multicast address assigned by the Group Hosting CSE for the Member Hosting CSE to join the multicast group. The procedure of multicast address assignment is specified in RFC 5771[11] and RFC 2375[12].

	multicastGroupFanoutTarget
	1
	RW
	Represents a unique fan out target that a Member Hosting CSE shall accept and process incoming multicast requests for this multicast group. It is assigned by the Group Hosting CSE to identify the collection of all the member resources of this multicast group across different member Hosting CSEs. 
It shall be used in the To parameter of the multicast request sent to the member Hosting CSEs.
If a Member Hosting CSE receives a request while listening on the multicastAddress defined for this multicast group, and the incoming request has a specified target that matches this attribute, then the request shall be processed by the Member Hosting CSE. Otherwise, the request shall be ignored.


	memberList
	1(L)
	RW
	List of local member resource IDs in the multicast group which are hosted on the same Member Hosting CSE.
Each member resource ID corresponds to a member resource.

	responseTarget
	0..1
	RW
	Indicates the target that the multicast Member Hosting CSE sends the response to when finishing the operation in the multicast message from the Group Hosting CSE. The default value should be the CSE-ID of the Group Hosting CSE.


-----------------------End of change 1---------------------------------------------
-----------------------Start of change 2---------------------------------------------
10.2.7.13
Multicast Group Management Procedures
In case multicasting is used to fan-out group operations to members of a <group> resource, the Group Hosting CSE shall maintain information specified in table 10.2.7.13-1 pertaining to the multicast group(s) that are applicable to a <group> resource, such as the mapping relationship between the member resources and the multicast address(es) and the target URI(s) in the fan out requests. 
For each multicast group of a <group> resource, there may be multiple records of Multicast Group Information. The Group Hosting CSE should manage and index the multiple records by internal identifier for each Multicast Group Information. The definition of the internal identifier is out of scope of this specification.

Table 10.2.7.13-1: Multicast Group Information managed by Group Hosting CSE
	Information 
	Multiplicity
	Description

	groupID
	1
	Indicates the <group> resource identifier which the Multicast Group Information is applicable to.

	multicastType
	1
	Indicates the type of multicasting supported by the group members. 

The value is the same as the attribute multicastCapability of the <remoteCSE>. See clause 9.6.4.




	externalGroupID
	0..1
	See Table 9.6.44-2. 

	multicastAddress
	1
	See Table 9.6.44-2. 

	multicastGroupFanoutTarget
	1
	See Table 9.6.44-2
. 

	memberList
	1(L)
	See Table 9.6.44-2.

	groupServiceServerAddress
	0..1
	It shall be present only when the multicastType is 3GPP_MBMS_group, and it is the address of 3GPP group service server (e.g. SCEF);


-----------------------End of change 2---------------------------------------------
-----------------------Start of change 3---------------------------------------------
10.2.7.13.1
Multicast Group Information and <localMulticastGroup> Creation Procedures
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Figure 10.2.7.13.1-1: Multicast Group Information and <localMulticastGroup> creation procedures
Figure 10.2.7.13.1-1 illustrates how the Multicast Group Information and <localMulticastGroup> resource works on the Group Hosting CSE and the Members Hosting CSEs.
001: The Originator sends a group resource creation request to the Group Hosting CSE which includes a member resource identifier list consisting of multiple resources hosted on Member Hosting CSEs.
For example, different member resources identifiers are:
· /CSExx1/aa
·  /CSExx1/bb
· /CSExx2/cc
· /CSExx2/dd
002: The Group Hosting CSE shall create the group resource as requested.
003: The Group Hosting CSE shall return the group creation response to the Originator
004: The Group Hosting CSE shall check the multicastCapability attribute of each Member Hosting CSE’s <remoteCSE> resource to determine whether it could create a multicast group. If no Member Hosting CSEs support multicast capability or no more than one Member Hosting CSE supports the same multicast capability, then the Group Hosting CSE shall not create a multicast group.  
If at least two Member Hosting CSEs support the same multicast capability, the Group Hosting CSE shall create a multicast group, and shall perform all the actions: assign the multicast type based on the multicast capability, and allocate a multicast address to the member resources of the multicast group. For a guide to an allocation scheme of IPv4 and IPv6 multicast address spaces, reference the specification documents such as RFC 3171 [i.xx] and RFC 4291 [i.yy].
· If the multicastType is 3GPP_MBMS_group, and the Member Hosting CSEs have the same externalGroupID, the Group Hosting CSE shall set the externalGroupID to the same value as the externalGroupID of the Member Hosting CSEs, set the responseTarget to the CSE-ID  of  the <CSEBase> resource of  the Group Hosting CSE, set the memberList to the members defined in the request, allocate a virtual fan out target for multicastGroupFanoutTarget according to the member resource identifiers, and establish the mapping relationship between the fanout target and the member resource identifiers. 
· 
· If the multicastType is IP_multicast_group, the Group Hosting CSE shall set the memberList to the members defined in the request, allocate a virtual fan out target for multicastGroupFanoutTarget according to the member resource identifiers, establish the mapping relationship between the fanout target and the member resource identifiers and set the Group Hosting CSE resourceID as the responseTarget.
· NOTE1: 
The current group based multicast can only be used when Member Hosting CSEs and Group Hosting CSE have a registration relationship. For example, the Group Hosting IN-CSE can create a multicast group for Member Hosting MN/ASN-CSEs, and cannot create a multicast group for Member Hosting CSEs which are not registered to the IN-CSE.
· NOTE2: 
The current group based multicast can only be applied between CSEs. Multicast to AEs is FFS. 
· NOTE3: 
The externalGroupID is pre-provisioned in the operator’s network. The service provider and the operator need ensure that the externalGroupID assigned by the operator matches the externalGroupID attribute of each Member Hosting CSE’s <CSEBase> resource. 
The Group Hosting CSE shall create Multicast Group Information locally and establish a mapping relationship between the multicast address and the fanout target according to the member resource identifiers on the Member Hosting CSE. The multicastGroupFanoutTarget should be set to / {groupHostingCSE-ID}/ {fanout-segment}. The multicastGroupFanoutTarget should be uniquely assigned by the Group Hosting CSE.

{fanout-segment} is a string assigned by the Group Hosting CSE.
In this example, the Multicast Group Information is illustrated in figure 10.2.7.13.1-2. 
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Figure 10.2.7.13.1-2: Multicast Group Information
005: The Group Hosting CSE shall send <localMulticastGroup> creation request which carries a mapping relationship between the multicastGroupFanoutTarget and the member resources to the Member Hosting CSEs to advertise them to join the multicast group corresponding to the multicast address in unicast mode.  If the Group Hosting CSE determines that multiple members resources belong to one Member Hosting CSE according to the IDs of the members resources, it may converge the requests accordingly before sending out. In this example, the Group Hosting CSE should send two group advertisement messages to the two member Hosting CSEs respectively. 
006: The Member Hosting CSEs receive the creation request and shall use a multicast management protocol such as MLD or IGMP to join the multicast group corresponding to the multicast address indicated in the multicast group advertisement. 
The Member Hosting CSEs shall create the <localMulticastGroup> after successfully joining the multicast group and storing a mapping relationship between the multicastGroupFanoutTarget and the multicast address, and a mapping relationship between the member list and the multicast address.
In this example, both the ASN-CSE1 and ASN-CSE2 create each <localMulticastGroup> resource to record which multicast group its local member resources have joined.
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Figure 10.2.7.13.1-3: <localMulticastGroup> resource in Member Hosting CSE
007: The members Hosting CSEs shall send the response to the Group Hosting CSE.
008: The Group Hosting CSE shall check the response messages from Member Hosting CSEs, if at least two members respond successfully, the Group Hosting CSE shall keep Multicast Group Information locally. Otherwise, the Group Hosting CSE shall delete the information.
NOTE: The Group Hosting CSE may create one or more sets of Multicast Group Information according to the member resources of the group resource created by the Originator.
10.2.7.13.2
Multicast Group member Fan out Procedures
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Figure 10.2.7.13.2-1: Multicast Group Information fan out procedures
001: The Originator sends an access <fanOutPoint> request carrying the group resource identifier for accessing member resources to the Group Hosting CSE.
002: The Group Hosting CSE shall check whether there is Multicast Group Information, according to the group resource identifier. If the group has Multicast Group Information, check the multicast type:
Case A): The multicast type is 3GPP_MBMS_group.
· 003a The Group Hosting CSE shall get the externalGroupID based on the groupID in the Multicast Group Information, then send request message to the group service Server (eg. SCEF) to perform TMGI allocation and Group Message request of the 3GPP MBMS group message procedure, as specified in the oneM2M TS-0026[15].
Case B): The multicast type is IP_multicast_group.
· 003b: The Group Hosting CSE shall send the member resource access request to the Member Hosting CSEs in multicast mode according to the multicast address of the multicast group, which includes the multicastGroupFanoutTarget as the fan out target address corresponding to the member resource in the group resource. If Request Expiration Timestamp is not in the request from the Originator, the Group Hosting CSE shall set the Request Expiration Timestamp in the multicast request according to the local policy.
004: The Member Hosting CSE receives from the multicast address a member resource access request, which carries the fan out target matching the multicastGroupFanoutTarget of a <localMulticastGroup> resource that contains the same multicast address. It shall determine that the local member resource identifiers as the final targets of the request by the mapping relationship between the memberList and multicastGroupFanoutTarget in the <localMulticastGroup> resource, then replaces the multicastGroupFanoutTarget with the determined member resource identifiers and executes the operation indicated by the resource access request.
The member Hosting CSEs shall not return any Acknowledgement when receiving the message from the multicast address. 

005: The Member Hosting CSEs shall compose the response message for Group Hosting CSE about the access result: set To parameter value to the responseTarget of <localMulticastGroup> resource according to the Response Type in the request; and set From parameter value to CSE-ID of Member Hosting CSE.
006: The Member Hosting CSEs shall send the response message including the access results to the Group Hosting CSE.

007: The Group Hosting CSE shall determine a multicast response message according to the From and the Request Identifier in message, then aggregate the group member resource access results in the response messages from Member Hosting CSEs.
The group Hosting CSE shall not return any response  after parsing the Notification message content which is response message to the multicast request.

008: The Group Hosting CSE shall return the aggregated group member resource access result to the Originator.
-----------------------End of change 3---------------------------------------------

-----------------------Start of change 4---------------------------------------------
2.2
Informative references

References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the reference document (including any amendments) applies.

The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]
oneM2M TS-0002: "Requirements".

[i.2]
Broadband Forum TR-069: "CPE WAN Management Protocol Issue": 1 Amendment 5, November 2013.

[i.3]
OMA-DM: "OMA Device Management Protocol", Version 1.3, Open Mobile Alliance.
[i.4]
LWM2M: "OMA LightweightM2M", Version 1.0, Open Mobile Alliance.
[i.5]
OMA-TS-MLP-V3-4-20130226-C: "Mobile Location Protocol", Version 3.4.

[i.6]
OMA-TS-REST-NetAPI_TerminalLocation-V1_0-20130924-A: "RESTful Network API for Terminal Location", Version 1.0.
[i.7]
IETF RFC 1035: "Domain names - Implementation and specification".

[i.8]
IETF RFC 3588: "Diameter Base Protocol".

[i.9]
IETF RFC 3596: "DNS Extensions to Support IP Version 6".

[i.10]
IETF RFC 3986: "Uniform Resource Identifier (URI): General Syntax".

[i.11]
IETF RFC 4006: "Diameter Credit-Control Application".

[i.12]
IETF RFC 6895: "Domain Name System (DNS) IANA Considerations".

[i.13]
GSMA-IR.67: "DNS/ENU Guidelines for Service Providers & GRX/IPX Providers".

[i.14]
3GPP TS 23.682: "Architecture enhancements to facilitate communications with packet data networks and applications (Release 13)".

[i.15]
ETSI TS 132 240: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); LTE; Telecommunication management; Charging management; Charging architecture and principles (3GPP TS 32.240)".

[i.16]
ETSI TS 132 299: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); LTE; Telecommunication management; Charging management; Diameter charging applications (3GPP TS 32.299)".

[i.17]
3GPP2.S0068: "Network Enhancements for Machine to Machine (M2M)".

[i.18]
JNI 6.0 API Specification: "Java Native Interface 6.0 Specification". .

[i.19]
3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".

[i.20]
3GPP TS 23.402: "Architecture enhancements for non-3GPP accesses".

[i.21]
3GPP TS 23.060: "General Packet Radio Service (GPRS); Service description; Stage 2".

[i.22]
3GPP TS 22.368: "Service requirements for Machine Type Communications (MTC); Stage 1".

[i.23]
3GPP TS 23.003: "Numbering, addressing and identification".

[i.24]
Recommendation ITU-T X.660 | ISO/IEC 9834-1: "Information technology - Procedures for the operation of object identifier registration authorities: General procedures and top arcs of the international object identifier tree".

[i.25]
oneM2M TR-0008: "Analysis of Security Solutions for oneM2M System".

[i.26]
IETF RFC 4122: "A Universally Unique IDentifier (UUID) URN Namespace".

[i.27]
oneM2M Drafting Rules.
NOTE:
Available at http://www.onem2m.org/images/files/oneM2M-Drafting-Rules.pdf 
[i.28]
            oneM2M TR-0007: "Study of Abstraction and Semantics Enablement".
[i.29]
3GPP TS 22.101: Service aspects; Service principles (Release 13).
[i.30]
3GPP TS 22.115: Service aspects; Charging and billing (Release 13).
 [i.31]
OMA-TS-REST-NetAPI-CommunicationPatterns-V1-0: '"RESTful Network API for Communication Patterns'", Version 1.0, Open Mobile Alliance.
[i.xx]                     IETF RFC 3171: “IANA Guidelines for IPv4 Multicast Address Assignments”, 2001

[i.yy]                     IETF RFC 4291: “IP Version 6 Addressing Architecture”, 2006
-----------------------End of change 4---------------------------------------------
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