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Introduction

This CR addresses the clean-up of the editor’s notes in clause 10.2.7
add texts to explain<semanticFanOutPoint> resource is optional depending on the semanticSupportIndicator attribute of a <group> resource
---------------------------------------- Start of Change 1---------------------------------------------------

10.2.7
Group management 

10.2.7.1
Introduction

This clause describes different procedures for managing membership verification, creation, retrieval, update and deletion of the information associated with a <group> resource. Bulk management of all group member resources by invoking the corresponding operations upon the virtual resource <fanOutPoint> of a <group> resource are detailed. 
This clause also describes the use of the virtual resource <semanticFanOutPoint> which is supported only if if the group hosting CSE supports semantic discovery functionality.  This virtual resource is created and deleted at the same time with the parent <group> resource and, for the purpose of semantic discovery, shall be the target of RETRIEVE requests only. 

Figure 10.2.7.1-1 illustrates in a generic way how addressing a request to the  <fanOutPoint> virtual resource on the group Hosting CSE results in a fannig out of the request to the group member resources. The procedures in the figure apply to clauses 10.2.7.6 to 10.2.7.9.
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Figure 10.2.7.1-1: Group content management procedures
If the group resource, whose fanOutPoint virtual sub-resource is addressed by the request, contains <group> resources as member resources, when fanning out the request, the Group Hosting CSE shall address the fanOutPoint virtual sub-resource of the member <group> resource in step 3 so that the member <group> resource Hosting CSE could further fan out the request to its members correspondingly.
10.2.7.2
Create <group>
This procedure shall be used for creating a <group> resource.

Table 10.2.7.2-1: <group> CREATE

	<group> CREATE 

	Associated Reference Point
	Mcc, Mca and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <CSEBase>, <AE>, or <remoteCSE> where the <group> resource is intended to be Created

Content: The representation of the <group> resource for which the attributes are described in clause 9.6.13

	Processing at Originator before sending Request
	The Originator shall request to Create a <group> resource by using the CREATE operation. The request shall address <CSEBase>, <remoteCSE> or <AE> resource of a Hosting CSE. The Request shall also provide memberIDs and may provide expirationTime attributes. For members which are of type <group>, the originator shall suffix the  ‘/fopt’ to that ‘memberID‘ during group creation if the originator wants to fan-out the group request to each member of that sub-<group>, else originator shall not  suffix the  ‘/fopt’ to that ‘memberID‘. The Originator may be an AE or a CSE

	Processing at Receiver
	For the CREATE procedure, the Receiver shall:

Check if the Originator has CREATE permissions on the target resource

Check the validity of the provided attributes

Validate that there are no duplicate members present in the memberIDs attribute

Validate that the resource type of every member on each member Hosting CSE conforms to the memberType attribute in the request, if the memberType attribute of the <group> resource is not 'mixed'. Set the memberTypeValidated attribute to TRUE upon successful validation.

Upon successful validation of the provided attributes, create a new group resource in the Hosting CSE. If the CSE supports semantic discovery functionality, the Hosting CSE shall also create and set the semanticSupportIndicator attribute to TRUE.

If the registree Member Hosting CSEs and the Group Hosting CSE supports the same type of multicast communication, the Group Hosting CSE shall perform the procedures as specified in clause 10.2.7.13.1.  
Conditionally, in the case that the group resource contains temporarily. unreachable Hosting CSE of sub-group resources as member resource, set the memberTypeValidated attribute of the <group> resource to FALSE

Respond to the Originator with the appropriate generic Response with the representation of the <group> resource if the memberTypeValidated attribute is FALSE, and the address of the created <group> resource if the CREATE was successful

As soon as any Hosting CSE that hosts the unreachable resource becomes reachable, the memberType validation procedure shall be performed. If the memberType validation fails, the Hosting CSE shall deal with the <group> resource according to the policy defined by the consistencyStrategy attribute of the <group> resource provided in the request. or by default if the attribute is not provided

	Information in Response message
	The representation of the <group> resource if the memberTypeValidated attribute is FALSE

	Processing at Originator after receiving Response
	None

	Exceptions
	No change from the basic procedure in clause 10.1.2


10.2.7.3
Retrieve <group>
This procedure shall be used for retrieving <group> resource.

Table 10.2.7.3-1: <group> RETRIEVE

	<group> RETRIEVE 

	Associated Reference Point
	Mcc, Mca and Mcc'

	Information in Request message 
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <group> resource

	Processing at Originator before sending Request
	The Originator shall request to obtain <group> resource information by using the RETRIEVE operation. The request shall address the specific <group> resource of a Hosting CSE. The Originator may be an AE or a CSE

	Processing at Receiver
	No change from the basic procedure in clause 10.1.3

	Information in Response message
	No change from the basic procedure in clause 10.1.3

	Processing at Originator after receiving Response
	None

	Exceptions
	No change from the basic procedure in clause 10.1.3


10.2.7.4
Update <group>
This procedure shall be used for updating an existing <group> resource.

Table 10.2.7.4-1: <group> UPDATE

	<group> UPDATE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <group> resource

	Processing at Originator before sending Request
	The Originator shall request to update attributes of an existing <group> resource by using an UPDATE operation. The Request shall address the specific <group> resource of a CSE. If originator intends to update memberIDs attribute,  for members which are of type <group>,  originator shall suffix the  ‘/fopt’ to that ‘memberID‘ during group update if the originator wants to fan-out the group request to each member of that sub-<group>, else originator shall not  suffix the  ‘/fopt’ to that ‘memberID‘. The Originator may be an AE or a CSE

	Processing at Receiver
	The UPDATE procedure shall be:

Check if the Originator has UPDATE permissions on the <group> resource.

Check the validity of provided attributes

Validate that there are no duplicated members present in the memberIDs attribute

Validate that the resource type of every member on each member Hosting CSE conforms to the memberType attribute in the request, if the memberType attribute of the <group> resource is not 'mixed'. Set the memberTypeValidated attribute to TRUE upon successful validation

Upon successful validation of the provided attributes, update the <group> resource  in the Hosting CSE

Conditionally, if the memberIDs attribute changes and the group includes Multicast Group Information, Group Hosting CSE shall update or delete the Multicast Group Information according to the new group members and trigger the update or delete of <localMulticastGroup> on each member Hosting CSEs. The procedure is specified in the clause 10.2.7.15 or 10.2.7.16 correspondingly.

Conditionally, in the case that the <group> resource contains temporarily unreachable Hosting CSE of sub-group resources as members resource set the memberTypeValidated attribute of the <group> resource to FALSE

Respond to the Originator with the appropriate generic response with the representation of the <group> resource if the memberTypeValidated attribute is FALSE, and the address of the created <group> resource if the UPDATE is successful

As soon as any Hosting CSE that hosts unreachable resource becomes reachable, the memberType validation procedure shall be performed. If the memberType validation fails, the Hosting CSE shall deal with the <group> resource according to the policy defined by the consistencyStrategy attribute of the <group> resource provided in the request, or by default if the attribute is not provided

	Information in Response message
	The representation of the <group> resource if the memberTypeValidated attribute is FALSE

	Processing at Originator after receiving Response
	None

	Exceptions
	No change from the basic procedure in clause 10.1.4


10.2.7.5
Delete <group>
This procedure shall be used for deleting an existing <group> resource.

Table 10.2.7.5-1: <group> DELETE

	<group> DELETE 

	Associated Reference Point
	Mcc, Mca and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <group> resource

	Processing at Originator before sending Request
	The Originator shall request to delete an existing <group> resource by using the DELETE operation. The request shall address the specific <group> resource of a Hosting CSE. The Originator may be an AE or a CSE
This operation shall also delete the child virtual resources <fanOutPoint> and <semanticFanOutPoint>

	Processing at Receiver
	Besides the basic procedure in clause 10.1.5, the receiver shall:
Check if the group includes Multicast Group information, and perform the multicast message fan out procedure to delete the <localMulticastGroup> of member hosting CSEs as specified in the clause 10.2.7.16

	Information in Response message
	No change from the basic procedure in clause 10.1.5

	Processing at Originator after receiving Response
	None

	Exceptions
	No change from the basic procedure in clause 10.1.5


10.2.7.6
Create <fanOutPoint>
This procedure shall be used for creating the content of all members’ resources belonging to an existing <group> resource.

Table 10.2.7.6-1: <fanOutPoint> CREATE

	<fanOutPoint> CREATE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <fanOutPoint> virtual resource

Content: The representation of the resource the Originator intends to create

Group Request Identifier: The group request identifier
Response Type: If the parameter is set to BlockingSynch, it indicates that the group hosting CSE shall return the aggregated response once. Otherwise if the parameter is set to nonBlockingRequestSynch, nonBlockingRequestAsynch or flexBlocking, it indicates that the Group Hosting CSE shall return the aggregated response in a batched mode
Result Expiration Time: Indicates the maximum time limit in which the Group Hosting CSE has to respond the aggregated response.


	Processing at Originator before sending Request
	The Originator shall request to create the resource that have the same content in all member resources belonging to an existing <group> resource by using a CREATE operation. The Request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> address in order to create the resources that have the same content  under the corresponding child resources represented by the relative address with respect to all member resources. The Originator may be an AE or CSE.

	Processing at Group Hosting CSE
	For the CREATE procedure, the Group Hosting CSE shall:

Check if the Originator has CREATE privilege in the <accessControlPolicy> resource referenced by the membersAccessControlPolicyIDs in the <group> resource. In the case members membersAccessControlPolicyIDs is not provided the access control policy defined for the <group> resource shall be used

Upon successful validation, obtain the IDs of all member resources from the attribute membersIDs of the addressed <group> resource

If the group includes Multicast Group Information, the group Hosting CSE shall perform the procedure as described in clause 10.2.7.13.2.

 If the request contains Group Request Target Members parameter, it shall check whether all members contained in this parameter are subset of memberIDs attribute of the addressed <group> resource. If true, the request shall be fanned out to the members contained in this parameter only. 

Generate fan out requests addressing the obtained address (appended with the relative address if any) to the member hosting CSEs as indicated in figure 10.2.7.1-1 which are not in the multicast group. The From parameter in the fanout request is set to ID of the Originator from the request from the original Originator. The Response Type parameter in the fanout request may be set by the group hosting CSE differently according to its local policy

In the case that a member resource is a <group> resource and the request to be fanned out does not contain a group request identifier already, generate a unique group request identifier, include the group request identifier in all the requests to be fanned out and locally store the group request identifier

If the group Hosting CSE determines that multiple member resources belong to one CSE according to the IDs of the member resources and no multicast group exists for these members, it may converge the requests accordingly before sending out. This may be accomplished by the group Hosting CSE creating a <group> resource on the members Hosting CSE to collect all the members on that members Hosting CSE

· After receiving the responses from the members hosting CSEs, respond to the Originator with the aggregated results and the associated members list. Depending on the Response Type, the Group Hosting CSE shall:

-
blockingRequest: respond with the aggregated responses before the Result Expiration Time reaches and discard the member responses received after
-
nonBlockingRequestSynch: prepare the operationResult of the <request> resource and indicate that if all the member responses have been aggregated by setting the requestStatus of the <request> resource before the Result Expiration Time reaches. There may be multiple updates of the operationResult attribute. -
nonBlockingRequestAsynch: notify with the aggregated response from all or part of the members before the Result Expiration Time reaches. There may be more than one notifications.
-
flexBlocking: continue aggregate the member response until the group hosting CSE determines to send the aggregated responses, if all member responses has been aggregated, respond the aggregated response as in the blockingRequest case. Otherwise, respond an acknowledgement together with the current aggregated member responses and the reference to the created <request> resource. Then continue aggregate and deliver the remaining member response to the Originator as defined in the nonBlockingRequestSynch or the nonBlockingRequestAsynch case.
- After the Result Expiration Time, there shall not be any further updates to the aggregated responses.
(See note)

	Processing at Member Hosting CSE
	For the CREATE procedure, the Member Hosting CSE shall:

Check if the request has a group request identifier. Check if the group request identifier is contained in the requested identifiers stored locally. If match is found, ignore the current request and respond an error. If no match is found, locally store the group request identifier until the expiration of the request expiration time or local policy
Check if the original Originator has the CREATE permission on the addressed resource. Upon successful validation, perform the create procedures for the corresponding type of addressed resource as described in other sub-clauses of clause 10.2

Send the corresponding response to the Group Hosting CSE

	Information in Response message
	Converged responses from members hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	Same request with identical group request identifier received

Originator does not have the CREATE permission to access the <fanOutPoint> resource
 Members in Group Request Target Members request parameter are not subset of memberIDs attribute of the addressed <group> resource

	NOTE:
If Result Expiration Time is not provide in the original request from the Originator, the group hosting CSE may decide the timer based on its local policy.


10.2.7.7
Retrieve <fanOutPoint>
This procedure shall be used for retrieving the content of all member resources belonging to an existing <group> resource.

Table 10.2.7.7-1: <fanOutPoint> RETRIEVE

	<fanOutPoint> RETRIEVE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <fanOutPoint> virtual resource

Content: The representation of the resource the Originator intends to retrieve
Group Request Identifier: The group request identifier
Response Type: If the parameter is set to BlockingSynch, it indicates that the group hosting CSE shall return the aggregated response once. Otherwise if the parameter is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, it indicates that the Group Hosting CSE shall return the aggregated response in a batched mode.
Result Expiration Time: Indicates the maximum time limit in which the Group Hosting CSE has to respond the aggregated response.


	Processing at Originator before sending Request
	The Originator shall request to obtain the resource or specific attributes of all member resources belonging to an existing <group> resource by using a RETRIEVE operation. The request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> address in order to retrieve the corresponding attributes or child resources represented by the relative address with respect to all member resources. The Originator may be an AE or CSE

	Processing at Group Hosting CSE
	For the RETRIEVE procedure, the Group Hosting CSE shall:

Check if the Originator has RETRIEVE permission in the <accessControlPolicy> resource referenced by the membersAccessControlPolicyIDs in the addressed <group> resource. In the case membersAccessControlPolicyIDs is not provided, the access control policy defined for the group resource shall be used

Upon successful validation, obtain the IDs of all member resources from the membersIDs attribute of the addressed <group> resource

If the group includes Multicast Group information, the group Hosting CSE shall perform the procedure as described in clause 10.2.7.13.2
 If the request contains Group Request Target Members parameter, it shall check whether all members contained in this parameter are subset of memberIDs attribute of the addressed <group> resource. If true, the request shall be fanned out to the members contained in this parameter only. 

Generate fan out requests addressing the obtained address (appended with the relative address if any) to the members hosting CSEs as indicated in figure 10.2.7.1-1.The From parameter in the fanout request is set to ID of the Originator from the request from the original Originator. The Response Type parameter in the fanout request may be set by the group hosting CSE differently according to its local policy

In the case that a member resource is a <group> resource, generate a unique group request identifier and the request to be fanned out does not contain a group request identifier already, include the group request identifier in all the requests to be fanned out and locally store the group request identifier

If the group hosting CSE determines that multiple member resources belong to one CSE according to the IDs of the member resources and no multicast group exists for these members, it may converge the requests accordingly before sending out. This may be accomplished by the group Hosting CSE creating a <group> resource on the members Hosting CSE to collect all the members on that members Hosting CSE

· After receiving the responses from the members hosting CSEs, respond to the Originator with the aggregated results and the associated members list. Depending on the Response Type, the Group Hosting CSE shall:

-
BlockingRequest: respond with the aggregated responses before the Result Expiration Time reaches and discard the member responses received after.
-
nonBlockingRequestSynch: prepare the operationResult of the <request> resource and indicate that if all the member responses have been aggregated by setting the requestStatus of the <request> resource before the Result Expiration Time reaches. There may be multiple updates of the operationResult attribute. 
-
nonBlockingRequestAsynch: notify with the aggregated response from all or part of the members before the Result Expiration Time reaches. There may be more than one notifications. 
-
flexBlocking: continue aggregate the member response until the group hosting CSE determines to send the aggregated responses. If all member responses has been aggregated, respond the aggregated response as in the blockingRequest case. Otherwise, respond an acknowledgement together with the current aggregated member responses and the reference to the created <request> resource. Then continue aggregate and deliver the remaining member response to the Originator as defined in the nonBlockingRequestSynch or the nonBlockingRequestAsynch case.
- After the Result Expiration Time, there shall not be any further updates to the aggregated responses.
(See note)

	Processing at Member Hosting CSE
	For the RETRIEVE procedure, the Member Hosting CSE shall:

Check if the request has a group request identifier. Check if the group request identifier is contained in the requested identifier stored locally. If match is found, ignore the current request and respond an error. If no match is found, locally store the request identifier until the expiration of the request expiration time or local policy
Check if the original Originator has the RETRIEVE permission on the addressed resource. Upon successful validation, perform the retrieve procedures for the corresponding type of addressed resource as described in other sub-clauses of clause 10.2

Send the corresponding response to the group Hosting CSE

	Information in Response message
	Converged responses from members hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	Same request with identical group request identifier received

Originator does not have RETRIEVE permission to access the <fanOutPoint> resource
Members in Group Request Target Members request parameter are not subset of memberIDs attribute of the addressed <group> resource

	NOTE:
If Result Expiration Time is not provide in the original request from the Originator, the group hosting CSE may decide the timer based on its local policy.


10.2.7.8
Update <fanOutPoint>
This procedure shall be used for updating the content of all member resources belonging to an existing <group> resource.

Table 10.2.7.8-1: <fanOutPoint> UPDATE

	<fanOutPoint> UPDATE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <group> resource

Content: The representation of the resource the Originator intend to Update

Group Request Identifier: The group request identifier
Response Type: If the parameter is set to BlockingSynch, it indicates that the group hosting CSE shall return the aggregated response once. Otherwise if the parameter is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, it indicates that the Group Hosting CSE shall return the aggregated response in a batched mode
Result Expiration Time: Indicates the maximum time limit in which the Group Hosting CSE has to respond the aggregated response.


	Processing at Originator before sending Request
	The Originator shall request to update all member resources belonging to an existing <group> resource with the same data by using a UPDATE operation. The request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> in order to update the corresponding child resources represented by the relative address with respect to all <members> resources. The Originator may be an AE or CSE

	Processing at Group Hosting CSE
	For the UPDATE procedure, the Group Hosting CSE shall:

Check if the Originator has UPDATE permission in the <accessControlPolicy> resource referenced by the membersAccessControlPolicyIDs in the group resource. In the case members membersAccessControlPolicyIDs is not provided the access control policy defined for the group resource shall be used

Upon successful validation, obtain the IDs of all member resources from the attribute membersIDs of the addressed <group> resource

If the group includes Multicast Group information, the group Hosting CSE shall perform the procedure as described in clause 10.2.7.13.2
If the request contains Group Request Target Members parameter, it shall check whether all members contained in this parameter are subset of memberIDs attribute of the addressed <group> resource. If true, the request shall be fanned out to the members contained in this parameter only. 

Generate fan out requests addressing the obtained address (appended with the relative address if any) to the members hosting CSEs as indicated in figure10.2.7.1-1 which are not in the multicast group. The From parameter in the fanout request is set to ID of the Originator from the request from the original Originator. The Response Type parameter in the fanout request may be set by the group hosting CSE differently according to its local policy

In the case that a member resource is a <group> resource and the request to be fanned out does not contain a group request identifier already, generate a unique group request identifier, include it in all the requests to be fanned out and locally store the group request identifier

If the group Hosting CSE determines that multiple member resources belong to one CSE according to the IDs of the member resources and no multicast group exists for these members, it may converge the requests accordingly before sending out. This may be accomplished by the group Hosting CSE creating a <group> resource on the member Hosting CSE to collect all the members on that members Hosting CSE

· After receiving the responses from the members hosting CSEs, respond to the Originator with the aggregated results and the associated members list. Depending on the Response Type, the Group Hosting CSE shall:

-
BlockingRequest: respond with the aggregated responses before the Result Expiration Time reaches and discard the member responses received after
-
nonBlockingRequestSynch: prepare the operationResult of the <request> resource and indicate that if all the member responses have been aggregated by setting the requestStatus of the <request> resource before the Result Expiration Time reaches. There may be multiple updates of the operationResult attribute. 
-
nonBlockingRequestAsynch: notify with the aggregated response from all or part of the members before the Result Expiration Time reaches. There may be more than one notifications. 
-
flexBlocking: continue aggregate the member response until the group hosting CSE determines to send the aggregated responses, if all member responses has been aggregated, respond the aggregated response as in the blockingRequest case. Otherwise, respond an acknowledgement together with the current aggregated member responses and the reference to the created <request> resource. Then  continue aggregate and deliver the remaining member response to the Originator defined in the nonBlockingRequestSynch or the nonBlockingRequestAsynch case
- After the Result Expiration Time, there shall not be any further updates to the aggregated responses.
(See note)

	Processing at Member Hosting CSE
	For the UPDATE procedure, the Member Hosting CSE shall:

Check if the request has a group request identifier. Check if the request identifier is contained in the requested identifier stored locally. If match is found, ignore the current request and respond an error. If no match is found, locally store the request identifier until the expiration of the request expiration time or local policy
Check if the original Originator has the UPDATE permission on the addressed resource. Upon successful validation, perform the update procedures for the corresponding type of addressed resource as described in other sub-clauses of clause 10.2

Send the corresponding response to the group Hosting CSE

	Information in Response message
	Converged responses from members hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	Same request with identical group request identifier received

Originator does not have the UPDATE permissions to access the <fanOutPoint> resource
 Members in Group Request Target Members request parameter are not subset of memberIDs attribute of the addressed <group> resource

	NOTE:
If Result Expiration Time is not provide in the original request from the Originator, the group hosting CSE may decide the timer based on its local policy.


10.2.7.9
Delete <fanOutPoint>
This procedure shall be used for deleting the content of all member resources belonging to an existing <group> resource.

Table 10.2.7.9-1: <fanOutPoint> DELETE

	<fanOutPoint> DELETE 

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the <fanOutPoint> virtual resource

Content: The representation of the resource the Originator intends to delete
Group Request Identifier: The group request identifier
Response Type: If the parameter is set to BlockingSynch, it indicates that the group hosting CSE shall return the aggregated response once. Otherwise if the parameter is set to nonBlockingRequestSynch or nonBlockingRequestAsynch, it indicates that the Group Hosting CSE shall return the aggregated response in a batched mode
Result Expiration Time: Indicates the maximum time limit in which the Group Hosting CSE has to respond the aggregated response.


	Processing at Originator before sending Request
	The Originator shall request to delete all member resources belonging to an existing <group> resource by using a DELETE operation. The request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> in order to delete the corresponding child resources represented by the relative address with respect to all member resources. The Originator may be an AE or a CSE

	Processing at Group Hosting CSE
	For the DELETE procedure, the <group> Hosting CSE shall:

Check if the Originator has DELETE permission in the <accessControlPolicy> resource referenced by the membersAccessControlPoliciIDs in the <group> resource. In the case membersAccessControlPolicyIDs is not provided the access control policy defined for the group resource shall be used

Upon successful validation, obtain the IDs of all member resources from the attribute membersIDs of the addressed <group> resource

If the group includes Multicast Group information, the group Hosting CSE shall perform the procedure as described in clause 10.2.7.13.2.
Generate fan out requests addressing the obtained address (appended with the relative address if any) to the member hosting CSEs as indicated in figure 10.2.7.1-1 which are not in the multicast group. From parameter in the fanout request is set to ID of the Originator from the request from the original Originator. The Response Type parameter in the fanout request may be set by the group hosting CSE differently according to its local policy

In the case that the member resources is a <group> resource and the request to be fanned out does not contain a group request identifier already, generate a unique group request identifier, include the group request identifier in all the requests to be fanned out and locally store the group request identifier

If the <group> Hosting CSE determines that multiple member resources belong to one CSE according to the IDs of the member resources and no multicast group exists for these members, it may converge the requests accordingly before sending out. This may be accomplished by the group Hosting CSE creating a <group> resource on the member Hosting CSE to collect all the members on that member Hosting CSE

· After receiving the responses from the members hosting CSEs, respond to the Originator with the aggregated results and the associated members list. Depending on the Response Type, the Group Hosting CSE shall:

-
BlockingRequest: respond with the aggregated responses before the Result Expiration Time reaches and discard the member responses received after
-
nonBlockingRequestSynch: prepare the operationResult of the <request> resource and indicate that if all the member responses have been aggregated by setting the requestStatus of the <request> resource before the Result Expiration Time reaches. There may be multiple updates of the operationResult attribute.
-
nonBlockingRequestAsynch: notify with the aggregated response from all or part of the members before the Result Expiration Time reaches. There may be more than one notifications.
-
flexBlocking: continue aggregate the member response until the group hosting CSE determines to send the aggregated responses, if all member responses has been aggregated, respond the aggregated response as in the blockingRequest case. Otherwise, respond an acknowledgement together with the current aggregated member responses and the reference to the created <request> resource. Then continue aggregate and deliver the remaining member response to the Originator as defined in the nonBlockingRequestSynch or the nonBlockingRequestAsynch case
- After the Result Expiration Time, there shall not be any further updates to the aggregated responses.
(See note)

	Processing at Member Hosting CSE
	For the DELETE procedure, the Members Hosting CSE shall:

Check if the request has a group request identifier. Check if the group request identifier is contained in the requested identifier stored locally. If match is found, ignore the current request and respond an error. If no match is found, locally store the group request identifier until the expiration of the request expiration time or local policy
Check if the original Originator has the DELETE permission on the addressed resource. Upon successful validation, perform the delete procedures for the corresponding type of addressed resource as described in other sub-clauses of clause 10.2

Send the corresponding response to the Group Hosting CSE

	Information in Response message
	Converged responses from members hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	Same request with identical group request identifier received

Originator does not have the DELETE permissions to access the <fanOutPoint> resource

	NOTE:
If Result Expiration Time is not provide in the original request from the Originator, the group hosting CSE may decide the timer based on its local policy.


10.2.7.10
Subscribe and Un-Subscribe <fanOutPoint> of a group

This procedure shall be used for receiving information about modifications of all member resources belonging to an existing <group> resource.

Table 10.2.7.10-1: <fanOutPoint> Subscribe/Un-subscribe

	<fanOutPoint> Subscribe/Un-subscribe

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or CSE that initiates the request
To: The address of the <fanOutPoint> resource appended with the ID of the <subscription> resource to be created
Group Request Identifier: The group request identifier

	Processing at Originator before sending Request
	The Originator shall request to create a subscription resource under all member resources belonging to an existing <group> resource by using a CREATE operation. The request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> in order to create the corresponding subscription to the resource represented by the relative address with respect to all member resources. In both cases the targeted resource shall the parent of the newly created <subscription> resource(s). The request shall include  notificationForwardingURI attribute if the Originator wants the group Hosting CSE to aggregate the notifications. The request shall include the required information and may include the optional information as described in subscription management clause 10.2.10. The Originator may be an AE or a CSE

	Processing at Group Hosting CSE
	The <group> Hosting CSE shall:

Check if the Originator has CREATE privilege in the <accessControlPolicy> resource referenced by the membersAccessControlPolicyIDs in the group resource. In the case membersAccessControlPolicyIDs is not provided the access control policy defined for the group resource shall be used

If the subscription resource in the request contains an notificationForwardingURI attribute, assign a URI to replace the notificationURI of the subscription resource which will be used to receive notifications from member hosting CSEs. The ID of the <group> resource shall be set to the groupID attribute of the <subscription> resource. The group Hosting CSE shall maintain the mapping of the generated notificationURI and the former notificationURI
· Upon successful validation, obtain the IDs of all member resources from the

attribute membersIDs of the addressed <group> resource

· Generate fan out requests addressing the obtained address (appended with

the relative address if any) to the member hosting CSEs as indicated in figure

10.2.7.1-1. From parameter in the request is set to ID of the Originator from

the request from the original Originator
If the group Hosting CSE determines that multiple members resources belong to one CSE according to the IDs of the member resources, it may converge the requests accordingly before sending out. This may be accomplished by the <group> Hosting CSE creating a <group> resource on the members Hosting CSE to collect all the members on that members Hosting CSE
After receiving the responses from the member hosting CSEs, respond to the Originator with the aggregated results and the associated members list


	Processing at Member Hosting CSE
	For the subscribe/un-subscribe procedure, the Members Hosting CSE shall treat the request received from the group Hosting CSE as a normal SUBSCRIBE request on the addressed member resource as if it comes from the original Originator. Therefore the members Hosting CSE shall:
· Check if the request has a group request identifier. Check if the group request

identifier is contained in the requested identifier stored locally. If match is

found, ignore the current request and respond an error. If no match is found,

locally store the group request identifier until the expiration of the request expiration time or local policy
Check if the original Originator has the READ permission on the members resource

Upon successful validation, perform the subscribe procedures for the corresponding type of member resource as described in clause 10.2.10
Send the corresponding response to the group Hosting CSE

	Information in Response message
	Converged responses from member hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	Same request with identical request identifier received
Originator does not have the access control privilege to access the <fanOutPoint> resource


Un-subscribing to the members of a <group> resource uses the “Delete <fanOutPoint>” procedure defined in 10.2.7.9.  
An typical example of how the subscription is established is as follows. The Originator is creating subscription resource on Member-1 resource, Member-2 resource and Member-3 resource. Member-2 resource and Member-3 resource are members of Group-2 resource. Member-1 resource and Group-2 resource are members of Group-1 resource. In this case, Group-2 resource is the sub-group of Group-1 resource.
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Figure 10.2.7.10-1: Example of subscription through group

Originator sends the <subscription> resource creation request to <fanOutPoint> of Group-1 resource. The Originator intends the Group-1 Hosting CSE to aggregate the notifications, thus, the Originator sets the notificationForwardingURI identical with notificationURI which is address-1 which is the address where the notification is supposed to be sent.

On receiving the request, the Group-1 Hosting CSE fans out the <subscription> creation request to address Member-1 resource and <fanOutPoint> resource of Group-2 resource. As notificationForwardingURI is set by the Originator, the Group-1 Hosting CSE allocates address-2 to receive aggregated notifications and put address-2 in the notificationURI of <subscription> resource to be fanned out.

On receiving the request, the Group-2 Hosting CSE fans out the <subscription> creation request to address Member-2 resource and Member-3 resource. As notificationForwardingURI is set, the Group-2 Hosting CSE allocates address-3 to receive aggregated notifications and put address-3 in the notificationURI of <subscription> resource to be fanned out. The mapping between address-2 and address-3 is maintained by the Group-2 Hosting CSE.

On receiving the request by any of the Member Hosting CSE, <subscription> resource is created.

10.2.7.11
Aggregate the Notifications by group

This procedure shall be used for the group Hosting CSE to aggregate the notifications from member hosting CSEs and forward the aggregated notification to the subscriber.

Table 10.2.7.11-1: Aggregation of Notifications by group

	Aggregate Notifications by group

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	The same as table 10.2.10.7-1

	Processing at Originator before sending Request
(Member Hosting CSE)
	Whenever the resource that is subscribed-to is modified in a way that matches the policies as is specified in clause 9.6.8, notification needs to be sent to the subscriber, the Members Hosting CSE shall:

Notify the subscriber at the notificationURI and include the notificationForwardingURI in the notification, if it exists

	Processing at Group Hosting CSE
	For the notification procedure, the Group Hosting CSE shall:

On receiving the notifications from the member hosting CSEs at the notificationURI generated by the group Hosting CSE during fanning out the <subscription> creation request, validate if the notification is sent from its member resource and contains a notificationForwardingURI attribute.
Upon successful validation, aggregate the notifications which have the same notificationForwardingURI for the duration specified in notifyAggregation or until the number of notifications specified in notifyAggregation are received, whichever occurs first.

Send the aggregated notification to the subscriber according to the notificationForwardingURI in the notification. In the case the addressed group is the member of another group through which the subscription is created the notification shall be sent  to the notificationURI assigned by the group hosting CSE which contains the addressed group as the sub-group according to the mapping of the notificationURI maintained by the addressed group.
Wait for the response. After receiving the response, split the response and respond to the members hosting CSEs separately

The group Hosting CSE may stop aggregating the notifications when the expirationTime of the corresponding subscription expires

	Processing at Member Hosting CSE
	The subscriber shall treat every notification extracted from the aggregated notification as a separate notification received from the subscribed resource and generate corresponding responses. The subscriber shall aggregate the responses to these notifications and send the aggregated response to the group Hosting CSE

	Information in Response message
	According to clause 10.1.6

	Processing at Originator after receiving Response
	According to clause 10.1.6

	Exceptions
	According to clause 10.1.6


The example of aggregating notification following example in clause 10.2.7.10 is as follows.

 SHAPE  \* MERGEFORMAT 



Figure 10.2.7.11-1: Example of aggregating notifications

Member Hosting CSEs sends notifications to their corresponding Group Hosting CSEs. In this example, Member-2 Hosting CSE and Member-3 Hosting CSE send notifications to address-3 which is the address allocated by the Group-2 Hosting CSE. Member-1 Hosting CSE sends notifications to address-2 which is the address allocated by the Group-1 Hosting CSE.

On receiving notifications by the Group-2 Hosting CSE at address-3, Group-2 Hosting CSE aggregates the notification that has notificationForwardingURI as address-1, as Group-2 Hosting CSE maintains the mapping of address-3 and address-2, and sends the aggregated notification to address-2.

On receiving notifications by the Group-1 Hosting CSE at address-2, Group-1 Hosting CSE aggregates the notification that has notificationForwardingURI as address-1, as Group-1 Hosting CSE receives <subscription> resource with notificationURI address-1, Group-1 Hosting CSE send the aggregated notification to address-1.
10.2.7.12
Retrieve <semanticFanOutPoint>

This procedure shall be used for performing semantic discovery or semantic query procedure using the descriptor content of all member <semanticDescriptor> resources belonging to an existing <group> resource. The Hosting CSE support of  semantic discovery functionality is indicated by the semanticSupportIndicator attribute set to TRUE. 
For detailed descriptions of the semantic discovery procedure see [14] Clause 6.2
10.2.7.13
Multicast Group Management Procedures

In case the multicasting is used to fan-out group operations to members of a <group> resource, the Group Hosting CSE shall maintain information specified in table 10.2.7.13-1 pertaining to the multicast group(s) that are applicable to a <group> resource, such as the mapping relationship between the member resources and the multicast address(es) and the target URI(s) in the fan out requests. 
For each multicast group of a <group> resource, there may be multiple records of Multicast Group Information. The Group Hosting CSE should manage and index the multiple records by internal identifier for each Multicast Group Information. The definition of the internal identifier is out of scope of this specification. 
Table 10.2.7.13-1: Multicast Group Information managed by Group Hosting CSE
	Information 
	Multiplicity
	Description

	groupID
	1
	Indicates the <group> resource identifier which the Multicast Group Information belongs to.

	multicastType
	1
	· Indicates the underlying networks multicast capability of the group members, the value is the same as the attribute multicastCapability of the <remoteCSE>. See clause 9.6.4.

	externalGroupID
	0..1
	See Table 9.6.44-2.

	multicastAddress
	1
	See Table 9.6.44-2.

	multicastGroupFanoutTarget
	1
	See Table 9.6.44-2.

	memberList
	1(L)
	See Table 9.6.44-2.

	groupServiceServerAddress
	0..1
	It shall be present only when the multicastType is 3GPP_MBMS_group, and it is the address of 3GPP group service server (e.g. SCEF);

	TMGI
	0..1
	The Temporary Mobile Group Identity is allocated to identify the MBMS bearer service as specified in 3GPP TS 23.246[i.32]. It’s used to communicate with 3GPP networking with externalGroupID together.

	TMGIExpiration
	0..1
	Indicates the duration of the TMGI expiration time as specified in 3GPP TS 23.468 [i.33].

	responseTimeWindow
	0..1
	Defines the upper bound on the amount of delay the Member Hosting CSE shall wait before sending a response message. The Member Hosting CSE shall wait a randomized time that is less than the value of this attribute.  This randomized delay helps prevent network congestion caused by multiple Member Hosting CSEs responding at the same time as one another.   


10.2.7.13.1
Multicast Group Information and <localMulticastGroup> Creation Procedures
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Figure 10.2.7.13.1-1: Multicast Group Information and <localMulticastGroup> creation procedures
Figure 10.2.7.13.1-1 illustrates how the Multicast Group Information and <localMulticastGroup> resource works on the Group Hosting CSE and the group members Hosting CSEs.
001: The Originator sends a group resource creation request to the Group Hosting CSE which includes member resource identifier list consisting of multiple resources hosted on Member Hosting CSEs.
For example, different member resources identifiers are:
· /CSExx1/aa
· /CSExx1/bb
· /CSExx2/cc
· /CSExx2/dd
002: The Group Hosting CSE shall create the group resource as requested.
003: The Group Hosting CSE shall return the group creation response to the Originator
004: The Group Hosting CSE shall check the multicastCapability attribute of each Member Hosting CSE’s <remoteCSE> resource to determine whether it could create a multicast group. If no member hosting CSEs support multicast capability or no more than one Member Hosting CSE supports the same multicast capability, then the Group Hosting CSE shall not create a multicast group..
 If at least two Member Hosting CSEs support the same multicast capability, the Group Hosting CSE determines to create multicast group, and performs all the actions: assign the multicast type based on the multicast capability, and allocate multicast address and multicast address type to the member resources of the multicast group. For a guide to an allocation scheme of IPv4 and IPv6 multicast address spaces, reference the specificationdocuments such as RFC 3171 [i.34] and RFC 4291 [i.35].
· If the multicastType is 3GPP_MBMS_group, and the Member Hosting CSEs have the same externalGroupID, the Group Hosting CSE shall set the externalGroupID to the same value as the externalGroupID of the Member Hosting CSEs, set the responseTarget to the CSE-ID  of  the <CSEBase> resource of  the Group Hosting CSE, set the memberList to the members defined in the request, allocate a virtual fan out target for multicastGroupFanoutTarget according to the member resource identifiers, and establish the mapping relationship between the fanout target and the member resource identifiers.
· Note: Additional details for creating a 3GPP MBMS group are specified in clause 7.7.3.1 of TS-0026[15]
· If the multicastType is IP_multicast_group, the Group Hosting CSE shall set the memberList to the members defined in the request, allocate a virtual fan out target for multicastGroupFanoutTarget according to the member resource identifiers, establish the mapping relationship between the fanout target and the member resource identifiers and set the Group Hosting CSE resourceID as the responseTarget.
· NOTE1: The current group based multicast can only be used when Member Hosting CSE and Group Hosting CSE have a registration relationship. For example, the Group Hosting IN-CSE can create a multicast group for Member Hosting MN/ASN-CSEs, and cannot create a multicast group for Member Hosting CSEs which are not registered to the IN-CSE..
· NOTE2: The current group based multicast can only be applied between CSEs. Multicast to AEs is FFS 
· NOTE3:  The externalGroupID is pre-provisioned in the operator’s  network. The service provider and the operator need ensure that the externalGroupID assigned by the operator matches the externalGroupID attribute of each Member Hosting CSE’s <CSEBase> resource.

The Group Hosting CSE shall create Multicast Group Information locally and establish a mapping relationship between the multicast address and the fanout target according to the member resource identifiers on the Member Hosting CSE. The multicastGroupFanoutTarget should be set to / {groupHostingCSE-ID}/ {fanout-segment}. The multicastGroupFanoutTarget should be uniquely assigned by the Group Hosting CSE.

{fanout-segment} is a string assigned by the Group Hosting CSE.

In this example, the Multicast Group Information is illustrated in figure 10.2.7.13.1-2. 
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Figure 10.2.7.13.1-2: Multicast Group Information
005: The Group Hosting CSE shall send <localMulticastGroup> creation request which carries a mapping relationship between the multicastGroupFanoutTarget and the member resources to the Member Hosting CSEs to advertise them to join the multicast group corresponding to the multicast address in unicast mode.  If the Group Hosting CSE determines that multiple members resources belong to one Member Hosting CSE according to the IDs of the members resources, it may converge the requests accordingly before sending out. In this example, the Group Hosting CSE should send two group advertisement messages to the two Member Hosting CSEs respectively.  
006: The Member Hosting CSEs receive the creation request and shall use a multicast management protocol such as MLD or IGMP to join the multicast group corresponding to the multicast address indicated in the multicast group advertisement. 

The Member Hosting CSEs shall create the < localMulticastGroup > after successfully joining the multicast group and store  a mapping relationship between the multicastGroupFanoutTarget and the multicast address,  and a mapping relationship between the member list and the multicast address.
In this example, both the ASN-CSE1 and ASN-CSE2 create each <localMulticastGroup> resource to record to which multicast group its local member resources have joined.
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Figure 10.2.7.13.1-3: <localMulticastGroup> resource in Member Hosting CSE
007: The members Hosting CSEs shall send the response to the Group Hosting CSE.
008: The Group Hosting CSE shall check the response messages from Member Hosting CSEs, if at least two members respond successfully, the Group Hosting CSE shall keep Multicast Group Information locally. Otherwise, the Group Hosting CSE shall delete the information.

NOTE: The Group Hosting CSE may create one or more sets of Multicast Group Information according to the member resources of the group resource created by the Originator. 
10.2.7.13.2
Multicast Group member Fan out Procedures
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Figure 10.2.7.13.2-1: Multicast Group Information fan out procedures
001: The Originator sends an access <fanOutPoint> request carrying the group resource identifier for accessing member resources to the Group Hosting CSE.
002: The Group Hosting CSE shall check whether there is Multicast Group Information, according to the group resource identifier. If the group has Multicast Group Information, check the multicast type:
Case A): The multicast type is 3GPP_MBMS_group.
· 003a The Group Hosting CSE shall get the externalGroupID based on the groupID in the Multicast Group Information, then send request message to the group service Server (eg. SCEF) to perform TMGI allocation and Group Message request of the 3GPP MBMS group message procedure, as specified in the oneM2M TS-0026[15]. 

Case B): The multicast type is IP_multicast_group.
· 003b: The Group Hosting CSE shall send the member resource access request to the Member Hosting CSEs in multicast mode according to the multicast address of the multicast group, which includes the multicastGroupFanoutTarget as the fan out target address corresponding to the member resource in the group resource. If Request Expiration Timestamp is not in the request from the Originator, the Group Hosting CSE shall set the Request Expiration Timestamp in the multicast request according to the local policy.
004: The Member Hosting CSE receives from the multicast address a member resource access request, which carries the fan out target matching the multicastGroupFanoutTarget of a <localMulticastGroup> resource that contains the same multicast address. It shall determine that the local member resource identifiers as the final targets of the request by the mapping relationship between the memberList and multicastGroupFanoutTarget in the <localMulticastGroup> resource, then replaces the multicastGroupFanoutTarget with the determined member resource identifiers and executes the operation indicated by the resource access request.
The Member Hosting CSEs shall not return any Acknowledgement when receiving the message from the multicast address. 
005: The Member Hosting CSEs shall compose the response message for Group Hosting CSE about the access result: set To parameter value to the responseTarget of <localMulticastGroup> resource according to the Response Type in the request; and set From parameter value to CSE-ID of Member Hosting CSE.
006: The Member Hosting CSEs shall send the response message including the access results to the Group Hosting CSE.

007: The Group Hosting CSE shall determine a multicast response message according to the From and the Request Identifier in message, then aggregate the group member resource access results in the response messages from Member Hosting CSEs.
The Group Hosting CSE shall not return any response after parsing the Notification message content which is response message to the multicast request.
008: The Group Hosting CSE returns the aggregated group member resource access result to the Originator.
10.2.7.14
Create <localMulticastGroup>
This procedure shall be used for creating <localMulticastGroup> resource.

Table 10.2.7.14-1: <localMulticastGroup> CREATE
	<localMulticastGroup> CREATE 

	Associated Reference Point
	Mcc and Mcc'

	Information in Request message
	From: Identifier of the group Hosting CSE that initiates the Request

To: The address of the <localMulticastGroup> resource.
Content: The representation of the <localMulticastGroup> resource for which the attributes are described in clause 9.6.44

	Processing at Originator before sending Request
	Besides the basic procedures described in clause 10.1.1.2.The Multicast Group Information shall be created and maintained by the group Hosting CSE. The group Hosting CSE shall configure the group Hosting CSE as the only entity who has the  CRUD privileges to the <localMulticastGroup> by configuring the corresponding <accessControlPolicy> resource.

	Processing at Receiver
	Besides the basic procedures described in clause 10.1.1.2, the receiver shall also comply with the multicast management protocol such as MLD or IGMP to join the multicast group and create the <localMulticastGroup> resource as specified in clause 10.2.7.13.1.

	Information in Response message
	According to clause 10.1.1.2.

	Processing at Originator after receiving Response
	None

	Exceptions
	If the Receiver responds with an error, the group Hosting CSE shall delete the receiver’s information from the Multicast Group Information maintained locally.


10.2.7.15
Retrieve <localMulticastGroup>
This procedure shall be used for retrieving <localMulticastGroup> resource.

Table 10.2.7.15-1: <group> RETRIEVE

	<group> RETRIEVE 

	Associated Reference Point
	Mcc and Mcc'

	Information in Request message 
	From: Identifier of the CSE that initiates the Request

To: The address of the <localMulticastGroup> resource

	Processing at Originator before sending Request
	The Originator shall request to obtain <localMulticastGroup> resource information by using the RETRIEVE operation. The request shall address the specific <localMulticastGroup> resource of a Hosting CSE. 

	Processing at Receiver
	No change from the basic procedure in clause 10.1.3

	Information in Response message
	No change from the basic procedure in clause 10.1.3

	Processing at Originator after receiving Response
	None

	Exceptions
	No change from the basic procedure in clause 10.1.3


10.2.7.16
Update <localMulticastGroup>
This procedure shall be used for updating <localMulticastGroup> resource.

Table 10.2.7.16-1: <localMulticastGroup> UPDATE
	<localMulticastGroup> UPDATE 

	Associated Reference Point
	Mcc and Mcc'

	Information in Request message
	From: Identifier of the CSE that initiates the Request

To: The address the <localMulticastGroup> resource.
Content: The representation of the <localMulticastGroup> resource for which the attributes are described in clause 9.6.44

	Processing at Originator before sending Request
	 According to clause 10.1.4.

	Processing at Receiver
	According to clause 10.1.4.

	Information in Response message
	According to clause 10.1.4.

	Processing at Originator after receiving Response
	None

	Exceptions
	None


10.2.7.17
Delete <localMulticastGroup>
This procedure shall be used for deleting an existing <localMulticastGroup> resource.

Table 10.2.7.17-1: <localMulticastGroup> DELETE

	<localMulticastGroup> DELETE 

	Associated Reference Point
	Mcc, and Mcc'

	Information in Request message
	From: Identifier of the CSE that initiates the Request

To: The address of the <localMulticastGroup> resource

	Processing at Originator before sending Request
	According to clause 10.1.5.

	Processing at Receiver
	Besides the basic procedures described in clause 10.1.5, the receiver shall also comply with the multicast management protocol such as MLD or IGMP to leave the multicast group.

	Information in Response message
	According to clause 10.1.5.

	Processing at Originator after receiving Response
	None

	Exceptions
	According to clause 10.1.5.


---------------------------------------- End of Change 1---------------------------------------------------

CHECK LIST

· Does this Change Request include an informative introduction containing the problem(s) being solved, and a summary list of proposals.?
· Does this CR contain changes related to only one particular issue/problem?
· Have any mirror CRs been posted?
· Does this Change Request  make all the changes necessary to address the issue or problem?  E.g. A change impacting 5 tables should not include a proposal to change only 3 tables?Does this Change Request follow the drafting rules?
· Are all pictures editable?
· Have you checked the spelling and grammar?
· Have you used change bars for all modifications?
· Does the change include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change? (Additions of complete clauses need not show surrounding clauses as long as the proposed clause number clearly shows where the new clause is proposed to be located.)
· Are multiple changes in this CR clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.?
Originator





Group-1





Member-1





Group-2





Member-2





Member-3





<subscription>


notificationURI = address-1


notificationForwardingURI = address-1





<subscription>


notificationURI = address-2


notificationForwardingURI = address-1





<subscription>


notificationURI = address-3


notificationForwardingURI = address-1





Originator





Group-1





Member-1





Group-2





Member-2





Member-3





Notification to address-1





Notification to address-2





Notification to address-3








�





© 2018 oneM2M Partners
                                                                                                   Page 1 (of 1)



[image: image8.png]